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Preface
This book is for users who already have some experience with the VMware vSphere 
platform. You will want to learn and design VMware vSphere storage solutions and 
how to troubleshoot vSphere storage issues. Also, you will want to know how to 
design ESXi hosts, virtual machines, and virtual data centers in a better way.

What this book covers
�&�K�D�S�W�H�U����, �*�H�W�W�L�Q�J���6�W�D�U�W�H�G���Z�L�W�K���Y�6�S�K�H�U�H�������[���D�Q�G���Y�&�H�Q�W�H�U�������[, shows you the difference 
�E�H�W�Z�H�H�Q���S�K�\�V�L�F�D�O���D�Q�G���Y�L�U�W�X�D�O���K�R�V�W�V���D�Q�G���W�K�H���E�H�Q�H�À�W�V���R�I���X�V�L�Q�J���D���Y�L�U�W�X�D�O�L�]�H�G���K�R�V�W�����D�Q�G��
describes how to set up VMware ESXi Server and VMware vCenter Server.

�&�K�D�S�W�H�U����, �*�H�W�W�L�Q�J���6�W�D�U�W�H�G���Z�L�W�K���Y�6�S�K�H�U�H���0�D�Q�D�J�H�P�H�Q�W���$�V�V�L�V�W�D�Q�W, explains what VMware 
�Y�6�S�K�H�U�H���0�D�Q�D�J�H�P�H�Q�W���$�V�V�L�V�W�D�Q�W���L�V�����K�R�Z���W�R���V�H�W���X�S���D�Q�G���F�R�Q�À�J�X�U�H���L�W���Z�L�W�K���Y�6�S�K�H�U�H��
Server, and how to enable ESXi TSM during troubleshooting.

�&�K�D�S�W�H�U����, �8�V�L�Q�J���W�K�H���9�L�U�W�X�D�O���0�D�F�K�L�Q�H���0�R�Q�L�W�R�U, introduces the components of the  
VMware vSphere ESXi architecture and the VMM. You will also learn the techniques 
�W�R���F�R�Q�À�J�X�U�H���V�R�I�W�Z�D�U�H���D�Q�G���K�D�U�G�Z�D�U�H���Z�L�W�K���9�0�0���L�Q���W�K�H���Y�L�U�W�X�D�O���P�D�F�K�L�Q�H��

�&�K�D�S�W�H�U����, �6�W�R�U�D�J�H���6�F�D�O�D�E�L�O�L�W�\, explains the vSphere Storage API for Array Integration 
(VAAI) and Storage Awareness (VASA). In this chapter, you also learn about the 
�Y�6�S�K�H�U�H���D�G�P�L�Q�L�V�W�U�D�W�R�U���D�Q�G���K�R�Z���W�R���F�R�Q�À�J�X�U�H���W�K�H���Y�L�U�W�X�D�O���P�D�F�K�L�Q�H���V�W�R�U�D�J�H���S�U�R�À�O�H�� 
and assign it to the ESXi data store.

�&�K�D�S�W�H�U����, �2�S�W�L�P�L�]�L�Q�J���6�W�R�U�D�J�H, teaches you the concept of storage virtualization and 
how to monitor the storage metric using vSphere performance charts and esxtop/
resxtop. You will also learn about the management of vSphere storage using the 
command line.
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�&�K�D�S�W�H�U����, �Y�6�S�K�H�U�H���6�W�R�U�D�J�H���&�R�Q�À�J�X�U�D�W�L�R�Q���6�H�W�W�L�Q�J�V, discusses what a storage component 
�L�V�����I�R�U���H�[�D�P�S�O�H�����W�K�H���/�8�1���Q�D�P�H�����L�G�H�Q�W�L�À�H�U���Q�D�P�H�����D�Q�G���U�X�Q�W�L�P�H���Q�D�P�H�����<�R�X���D�O�V�R���O�H�D�U�Q��
how to set up LUN masking on a vSphere host using esxcli commands, and setting 
up vSphere Syslog Collector to collect the ESXi host's log.

�&�K�D�S�W�H�U����, �$�Q�D�O�\�]�L�Q�J���Y�6�S�K�H�U�H���6�W�R�U�D�J�H���E�\���&�/�,, provides more commands for managing 
vSphere storage. Here, you also read about the difference between the existing VMFS 
signature and resignaturing.

�&�K�D�S�W�H�U����, �7�U�R�X�E�O�H�V�K�R�R�W�L�Q�J���Y�6�S�K�H�U�H���)�&���6�W�R�U�D�J�H, focuses on troubleshooting vSphere FC 
storage, and explains the FC storage infrastructure. This chapter lists some examples 
that show you how to troubleshoot.

�&�K�D�S�W�H�U����, �7�U�R�X�E�O�H�V�K�R�R�W�L�Q�J���Y�6�S�K�H�U�H���L�6�&�6�,���6�W�R�U�D�J�H, is concerned with analyzing the vSphere 
iSCSI storage infrastructure, and lists some examples that show how to troubleshoot.

�&�K�D�S�W�H�U������, �7�U�R�X�E�O�H�V�K�R�R�W�L�Q�J���Y�6�S�K�H�U�H���1�)�6���6�W�R�U�D�J�H, describes some examples that tell you 
how to carry out NFS troubleshooting.

�&�K�D�S�W�H�U������, �Y�6�S�K�H�U�H���6�W�R�U�D�J�H���'�H�V�L�J�Q, tells the story of the vSphere storage architecture 
design and its main point. This chapter also illustrates the design method.

�&�K�D�S�W�H�U������, �(�6�;�L���+�R�V�W���'�H�V�L�J�Q, contains the story of the key points of the ESXi host 
design, according to the actual environment, for example, how to design the host.

�&�K�D�S�W�H�U������, �9�L�U�W�X�D�O���0�D�F�K�L�Q�H���'�H�V�L�J�Q, analyzes the main points of the virtual machine 
design in detail. At the same time, according to the actual environment, we see, for 
example, how to design the virtual machine.

�&�K�D�S�W�H�U������, �Y�6�S�K�H�U�H���9�L�U�W�X�D�O���'�D�W�D�F�H�Q�W�H�U���'�H�V�L�J�Q, describes in detail the main points of  
the virtual data center design, and as an example, we see how to design a virtual  
data center.

What you need for this book
This book requires the following software: VMware vSphere 5, VMware vCenter 
Server 5, VMware vSphere Management Assistant 5 (vMA), and vCenter  
Operation Manager.

Who this book is for
This book is for users such as data center administrators, people at IT help desks, and 
IT architects who have already worked with the VMware vSphere platform and who 
want to design a VMware vSphere Storage solution and troubleshoot issues.
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Conventions
�,�Q���W�K�L�V���E�R�R�N�����\�R�X���Z�L�O�O���À�Q�G���D���Q�X�P�E�H�U���R�I���W�H�[�W���V�W�\�O�H�V���W�K�D�W���G�L�V�W�L�Q�J�X�L�V�K���E�H�W�Z�H�H�Q���G�L�I�I�H�U�H�Q�W��
kinds of information. Here are some examples of these styles and an explanation of 
their meaning.

�&�R�G�H���Z�R�U�G�V���L�Q���W�H�[�W�����G�D�W�D�E�D�V�H���W�D�E�O�H���Q�D�P�H�V�����I�R�O�G�H�U���Q�D�P�H�V�����À�O�H�Q�D�P�H�V�����À�O�H���H�[�W�H�Q�V�L�R�Q�V����
pathnames, dummy URLs, user input, and Twitter handles are shown as follows: 
"Open a web browser and enter this URL: https://<vcenter FQDN or vcenter IP 
address>: 9443/vsphere-client/  (port 9443  is the default)."

Any command-line input or output is written as follows:

esxtop –a –b > "output-name.csv"

New terms  and important words  are shown in bold. Words that you see on the 
screen, for example, in menus or dialog boxes, appear in the text like this: "To use the 
bundled database, click on Install a Microsoft SQL Server 2008 Express instance ."

Warnings or important notes appear in a box like this.

Tips and tricks appear like this.

Reader feedback
Feedback from our readers is always welcome. Let us know what you think about 
this book—what you liked or disliked. Reader feedback is important for us as it helps 
us develop titles that you will really get the most out of.

To send us general feedback, simply e-mail feedback@packtpub.com , and mention 
the book's title in the subject of your message.

If there is a topic that you have expertise in and you are interested in either writing 
or contributing to a book, see our author guide at www.packtpub.com/authors .

Customer support
Now that you are the proud owner of a Packt book, we have a number of things to 
help you to get the most from your purchase.
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Downloading the color images of this book
�:�H���D�O�V�R���S�U�R�Y�L�G�H���\�R�X���Z�L�W�K���D���3�'�)���À�O�H���W�K�D�W���K�D�V���F�R�O�R�U���L�P�D�J�H�V���R�I���W�K�H���V�F�U�H�H�Q�V�K�R�W�V��
diagrams used in this book. The color images will help you better understand the 
�F�K�D�Q�J�H�V���L�Q���W�K�H���R�X�W�S�X�W�����<�R�X���F�D�Q���G�R�Z�Q�O�R�D�G���W�K�L�V���À�O�H���I�U�R�P����https://www.packtpub.
com/sites/default/files/downloads/B04074_4851OS_Graphics.pdf .

Errata
Although we have taken every care to ensure the accuracy of our content, mistakes 
�G�R���K�D�S�S�H�Q�����,�I���\�R�X���À�Q�G���D���P�L�V�W�D�N�H���L�Q���R�Q�H���R�I���R�X�U���E�R�R�N�V�³�P�D�\�E�H���D���P�L�V�W�D�N�H���L�Q���W�K�H���W�H�[�W���R�U��
the code—we would be grateful if you could report this to us. By doing so, you can 
save other readers from frustration and help us improve subsequent versions of this 
�E�R�R�N�����,�I���\�R�X���À�Q�G���D�Q�\���H�U�U�D�W�D�����S�O�H�D�V�H���U�H�S�R�U�W���W�K�H�P���E�\���Y�L�V�L�W�L�Q�J��http://www.packtpub.
com/submit-errata , selecting your book, clicking on the Errata Submission  Form 
�O�L�Q�N�����D�Q�G���H�Q�W�H�U�L�Q�J���W�K�H���G�H�W�D�L�O�V���R�I���\�R�X�U���H�U�U�D�W�D�����2�Q�F�H���\�R�X�U���H�U�U�D�W�D���D�U�H���Y�H�U�L�À�H�G�����\�R�X�U��
submission will be accepted and the errata will be uploaded to our website or added 
to any list of existing errata under the Errata section of that title.

To view the previously submitted errata, go to https://www.packtpub.com/books/
content/support ���D�Q�G���H�Q�W�H�U���W�K�H���Q�D�P�H���R�I���W�K�H���E�R�R�N���L�Q���W�K�H���V�H�D�U�F�K���À�H�O�G�����7�K�H���U�H�T�X�L�U�H�G��
information will appear under the Errata section.

Piracy
Piracy of copyrighted material on the Internet is an ongoing problem across all 
media. At Packt, we take the protection of our copyright and licenses very seriously. 
If you come across any illegal copies of our works in any form on the Internet, please 
provide us with the location address or website name immediately so that we can 
pursue a remedy.

Please contact us at copyright@packtpub.com  with a link to the suspected  
pirated material.

We appreciate your help in protecting our authors and our ability to bring you 
valuable content.

Questions
If you have a problem with any aspect of this book, you can contact us at 
questions@packtpub.com , and we will do our best to address the problem.
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Getting Started with vSphere 
5.x and vCenter 5.x

This chapter describes the basic concepts of virtualization and introduces VMware 
vSphere ESXi 5 and VMware vCenter 5. It also covers how to connect to vCenter 
�6�H�U�Y�H�U���E�\���9�0�Z�D�U�H���Y�6�S�K�H�U�H���&�O�L�H�Q�W���D�Q�G���F�R�Q�À�J�X�U�H���W�K�H���(�6�;�L���V�H�W�W�L�Q�J�V��

VMware vCenter Server allows you to centrally manage many VMware ESXi hosts 
and their virtual machines. For large deployments, you can deploy virtual machines 
from the VM template, which can result in reduced system administrator operations.

In this chapter, you will learn the following topics:

�‡�� Comparing physical and virtual architecture

�‡�� Deploying a VMware ESXi host

�‡�� Deploying a VMware vCenter Server

�‡�� Deploying a VMware vCenter Server Appliance

�‡�� Connecting to VMware vCenter Server by vSphere Client

�‡�� Connecting to VMware vCenter Server by vSphere Web Client



Getting Started with vSphere 5.x and vCenter 5.x

[ 2 ]

Physical and virtual architecture
Before learning about the VMware vSphere Server, you should know what the 
difference between traditional physical architecture and virtual architecture is.

The preceding diagram describes the differences between a virtualized and a  
non-virtualized host. In traditional architectures, the operating system is directly 
installed on hardware devices, for example, a rack-mount server, a blade server, 
and so on. The operating system, which is a Microsoft Windows platform or Linux 
platform, can only allocate the physical CPU and memory resources. It sends and 
receives data on a physical network adapter. It is required to upgrade the hardware 
if the administrator wants to allocate more physical resources, for example, the CPU 
core, memory, number of Host Bus Adapters  (HBAs ) and network adapters, and so 
on. Also, it is required to schedule the service down during hardware upgrades on 
each ESX host.

In virtual architectures, the operation system is installed on the hardware through a 
thin layer of software, called the virtualization layer or hypervisor. VMware vSphere 
is a hypervisor that can dynamically allocate physical hardware resources to each 
virtual machine. For example, suppose that a vSphere Server has 64 GB memory and 
three virtual machines are running on this vSphere host. Each VM is allocated 4 GB, 
which shares the physical memory (64 GB) of that vSphere host. It is not required to 
upgrade the hardware if the administrator wants to allocate more memory resources 
to the virtual machine, because the vSphere still has 52 GB of free memory available. 
�7�R���V�X�P���X�S�����Y�L�U�W�X�D�O���D�U�F�K�L�W�H�F�W�X�U�H���L�V���P�R�U�H���Á�H�[�L�E�O�H���W�K�D�Q���W�U�D�G�L�W�L�R�Q�D�O���D�U�F�K�L�W�H�F�W�X�U�H��
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A comparison between physical and 
virtual machines
The following table is a comparison of physical and virtual machines:

Physical machine Virtual machine

Relocation Difficult to relocate.

Requires service downtime.

Specific to physical hardware.

Easy to relocate.

Encapsulated into files.

Independent of physical 
hardware.

Management Difficult to manage.

Hardware failures cause service 
downtime.

Easy to manage.

Isolated from other virtual 
machines.

Cost High. Virtualizing physical system 
saves cost.

Hardware 
limitations

Changes in hardware limit 
application support.

Changes in hardware cannot 
affect application support.

Resource sharing This is not supported. Virtualization can share 
multiple virtual machines on 
a single physical host.

Memory usage Operating system assumes that it 
owns all of the physical memory in 
the system.

Allow the hypervisor to run 
multiple virtual machines 
simultaneously.

Virtual 
networking

This is not supported. A virtual machine can be 
configured with one or more 
virtual Ethernet adapters 
(vSwitch or dvSwitch).

Filesystems NTFS and ext3. VMFS3 and VMFS5.

Operating system 
deployment

This is a time-consuming task. It is easy to deploy virtual 
machines from the VM 
template.

Backup Use third-party backup software. It is easy to create a VM 
snapshot or clone the virtual 
machine.

�$�F�F�R�U�G�L�Q�J���W�R���W�K�H���S�U�H�F�H�G�L�Q�J���W�D�E�O�H�����\�R�X���N�Q�R�Z���W�K�D�W���Y�L�U�W�X�D�O���D�U�F�K�L�W�H�F�W�X�U�H���L�V���P�R�U�H���Á�H�[�L�E�O�H��
than traditional architecture, for example, with OS deployment, management,  
and relocation.



Getting Started with vSphere 5.x and vCenter 5.x

[ 4 ]

Installing the VMware ESXi host
VMware vSphere is a virtualization platform for building cloud infrastructure. It 
provides a high-performance virtualization layer. Multiple virtual machines can 
share hardware resources, for example, CPU, memory, storage, and so on. According 
to its licensed edition, vSphere can enable different features, such as vSphere 
vMotion, vSphere Storage vMotion, vSphere High Availability  (HA ), vSphere Fault 
Tolerance (FT), vSphere Data Protection, vSphere Distributed Switch, and so on.

vSphere High Availability, vSphere Fault Tolerance, vSphere Data 
Protection, and vSphere Distributed Switch can be enabled on the 
vSphere Cluster Group and are managed by vCenter Server.

The following is the procedure for installation of VMware ESXi:

1. Download the VMware vSphere Server installer from VMware website at 
https://my.vmware.com/web/vmware/downloads .

2. �(�Q�V�X�U�H���W�K�D�W���\�R�X�U���V�H�U�Y�H�U���L�V���F�R�Q�À�J�X�U�H�G���W�R���E�R�R�W���I�U�R�P���W�K�H���&�'���5�2�0���G�U�L�Y�H��

3. Then ensure that the VMware ESXi installation media are available for  
the server:

 �q If it is a local installation, insert the VMware ESXi installation CD into 
the optical drive

 �q If it is a remote installation, map an image of the installation media, 
known as an ISO image, to a virtual optical drive

4. Power up your server.
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5. Press �(�Q�W�H�U to boot the ESXi installer, which will boot up and stop, showing a 
welcome message. Press �(�Q�W�H�U again to continue.

6. At the End User License Agreement  (EULA ) screen, press �)���� to accept the 
EULA and continue with the installation.

7. Next, the installer will display a list of available disks on which you can 
install or upgrade ESXi.
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SAN LUNs are listed as remote devices, and local disks 
are listed as local devices.

8. Select the device on which you are going to install ESXi, and press �(�Q�W�H�U.

9. If the selected device includes a VMFS data store or an installation of ESXi, 
you'll be prompted to decide what action you want to take. Select the desired 
action and press �(�Q�W�H�U.

10. The available actions are as follows:

 �q Upgrade ESXi, preserve VMFS datastore : This option upgrades to 
ESXi 5 and preserves the existing VMFS data store

 �q Install ESXi, preserve VMFS datastore : This option installs a fresh 
copy of ESXi 5 and preserves the existing VMFS data store

 �q Install ESXi, overwrite VMFS datastore : This option overwrites the 
existing VMFS data store with a new one, and freshly installs ESXi 5
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11. Select the desired keyboard layout and press �(�Q�W�H�U.

12. Enter a password for the root account. Press �(�Q�W�H�U when you are ready to 
continue with the installation:

13. �:�K�H�Q���\�R�X���U�H�D�F�K���W�K�H���À�Q�D�O���F�R�Q�À�U�P�D�W�L�R�Q���V�F�U�H�H�Q�����S�U�H�V�V���)���� to proceed with the 
installation of ESXi.

Once the installation process begins, it takes a few minutes to install ESXi on 
the selected storage device.
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14. The installation of ESXi will start after you have clicked on �,�Q�V�W�D�O�O:

15. Press �(�Q�W�H�U to reboot the host at the Installation Complete  screen:

Remove the installation disc before rebooting.

The ESXi installation is completed after reboot.
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Installing VMware vCenter Server
VMware Center Server is a central management server that is used to manage VMware 
ESXi Server and virtual machines, for example, VM cloning, creating a VM template, 
vMotion, storage vMotion, and so on. We can connect to vCenter by vSphere Client 
or vSphere Web Client. You can set up vCenter Server or deploy vCenter Server 
Appliance to manage your virtual environment. vCenter Server Appliance is a 
�S�U�H�F�R�Q�À�J�X�U�H�G���/�L�Q�X�[���E�D�V�H�G���Y�L�U�W�X�D�O���P�D�F�K�L�Q�H���R�S�W�L�P�L�]�H�G���I�R�U���U�X�Q�Q�L�Q�J���Y�&�H�Q�W�H�U���6�H�U�Y�H�U�
�V��
�V�H�U�Y�L�F�H�V�����7�K�H���I�R�O�O�R�Z�L�Q�J���À�J�X�U�H���V�K�R�Z�V���Y�&�H�Q�W�H�U���D�Q�G���(�6�;�L���P�D�Q�D�J�H�P�H�Q�W��

The following is the procedure for the installation of VMware vCenter Server 5.1 on 
Microsoft Windows 2008 R2.

Download the vCenter Server installer from VMware website, choose the product 
as VMware vSphere version 5.1 , and select VMware vCenter Server 5.1  from 
https://my.vmware.com/web/vmware/downloads .

Prerequisites
Microsoft .NET 3.5 SP1 and Windows Installer 4.5 (required only if you use the 
bundles Microsoft SQL Server 2008 R2 Express SPA database):

1. Ensure���W�K�D�W���\�R�X�U���V�H�U�Y�H�U���L�V���F�R�Q�À�J�X�U�H�G���W�R���E�R�R�W���I�U�R�P���W�K�H���&�'���5�2�0���G�U�L�Y�H��

2. Ensure that the VMware vCenter installation media are available for  
the server:

 �q If it is a local installation, insert the VMware ESXi installation CD  
into the optical drive

 �q If it is a remote installation, map an image of the installation media, 
known as an ISO image, to a virtual optical drive
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3. Select VMware vCenter Simple Install , and then click on Install ,  
as shown here:

4. The installer will install vCenter Single Sign-On , vCenter Inventory Service , 
and vCenter Server Service.
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5. Start installing vCenter Single Sign On  (SSO). Then set the password for the 
administrator of vCenter Single Sign On:

6. Select the database type for vCenter SSO:
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7. If you are using an existing database, it is required to create for the database 
by the script. The script is located at vCenter Server Installation 
directory\Single SignOn\DBScripts\SSOServer\Schema\ . The SSO 
database is created by the SetupTablespaces.sql  script. Then create a 
database user (RSA_USER) and database administrator (RSA_DBA) by the 
SetupUsers.sql  script.

8. If you are using the bundled Microsoft SQL Server 2008 R2 Express database, 
enter the passwords for an SSO database administrator (RSA_DBA) and 
database user (RSA_USER). The installer uses these credentials to create  
the users in the database:
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9. Enter �)�X�O�O�\���4�X�D�O�L�À�H�G���'�R�P�D�L�Q���1�D�P�H���R�U���,�3���D�G�G�U�H�V�V for the vCenter SSO:

10. Accept the default HTTPS port  for vCenter SSO, and click on Install:

The installer will install vCenter Inventory Service after it has finished 
installing the vCenter SSO.
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11. Also, it will ���L�Q�V�W�D�O�O���Y�&�H�Q�W�H�U���6�H�U�Y�H�U���D�I�W�H�U���L�W���K�D�V���À�Q�L�V�K�H�G���L�Q�V�W�D�O�O�L�Q�J���W�K�H���Y�&�H�Q�W�H�U��
Inventory Service. Enter the vCenter License key:

12. Select the type of database that you want to use:

 �q To use the bundled database, click on Install a Microsoft SQL Server 
2008 Express instance. This database is limited to five hosts and 50 
virtual machines.

 �q To use an existing database, click on Use an existing supported 
database. Select your database from the list of available DSNs.  
Enter the username and password for the DSN.

�‡�� Option 1 : You can choose this option if your vSphere 
environment is small in size and limited to five hosts 
and 50 virtual machines

�‡�� Option 2 : You can choose this option if your vSphere 
environment is large in size and has hundreds of 
hosts and virtual machines
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12. Enter the FQDN of the system that you are installing vCenter Server on:
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13. Select the vCenter Server JVM Memory ���F�R�Q�À�J�X�U�D�W�L�R�Q�����D�V���V�K�R�Z�Q���L�Q���W�K�H��
following screenshot, and click on Install:

Installation �F�R�P�S�O�H�W�H�G��
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Installing the VMware vCenter Server 
Appliance
VMware vCenter installation can be deployed as a virtual appliance. You can deploy 
VMware vCenter Server Appliance in your virtual environment if you are not 
�V�S�H�Q�G�L�Q�J���P�X�F�K���R�I���\�R�X�U���W�L�P�H���F�R�Q�À�J�X�U�L�Q�J���Y�&�H�Q�W�H�U���6�H�U�Y�H�U���R�Q���D���0�L�F�U�R�V�R�I�W��Windows 
�S�O�D�W�I�R�U�P�����9�0�Z�D�U�H���Y�&�H�Q�W�H�U���6�H�U�Y�H�U���$�S�S�O�L�D�Q�F�H���L�V���D���S�U�H�F�R�Q�À�J�X�U�H�G���/�L�Q�X�[���E�D�V�H�G���Y�L�U�W�X�D�O��
machine optimized for running vCenter Server and associated services.

�7�K�H���H�P�E�H�G�G�H�G���G�D�W�D�E�D�V�H���L�V���Q�R�W���F�R�Q�À�J�X�U�H�G���W�R���P�D�Q�D�J�H���P�R�U�H���W�K�D�Q������
hosts and 50 virtual machines. vCenter Server will stop responding if 
it exceeds these limits. Also, the vCenter Server Appliance does not 
support Linked Mode ���F�R�Q�À�J�X�U�D�W�L�R�Q�����7�K�H���I�R�O�O�R�Z�L�Q�J���L�V���W�K�H���S�U�R�F�H�G�X�U�H��
required for installing VMware vCenter Server Appliance.

Download the vCenter Server Appliance (OVA) from the VMware website. Choose 
the product as VMware vSphere version 5.1 , and select VMware vCenter Server 5.1 
Appliance  from https://my.vmware.com/web/vmware/downloads .

Prerequisites
The hosts should be running VMware ESX version 4.x, ESXi version 4.x, or later:

1. Use the vSphere Client or the vSphere Web Client to deploy the vCenter 
Server Appliance from the OVF template. If you don't want to allocate thick 
disk space for the deployment, you can deploy the vCenter Server Appliance 
with thin provisioning.

Deploying VMware vCenter Server Appliance from the OVF template
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�‡�� Create a virtual disk in the default thick format. The space 
required for the virtual disk is allocated during its creation.

�‡�� Create a virtual disk in thin provisioning. At first, a thin 
provisioned disk uses only as much data store space as it 
initially needs.

2. �&�R�Q�À�J�X�U�H���W�K�H���,�3 address of vCenter Server Appliance and power it up:

3. Follow the instructions on the welcome screen to open a browser window 
and go to the URL shown. The default username is root  and password is 
vmware . It is highly recommended to change the password immediately  
�D�I�W�H�U���W�K�H���À�U�V�W���O�R�J�L�Q��

The Login page of VMware vCenter Server Appliance
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4. When you log in, the vCenter Server Setup wizard starts. You can select 
three options for installation:

vCenter Server Appliance setup

The options in the previous screenshot are explained as follows:

Option �'�H�V�F�U�L�S�W�L�R�Q

Configure with default 
settings

This sets up embedded vCenter Server and vCenter 
SSO databases in the vCenter Server Appliance, and 
configures the databases and Active Directory with 
default settings.

Upgrade from previous 
version

This is used to configure the vCenter Server Appliance 
from a prepared configuration file.

Set custom configuration This is used to customize the configuration of the 
vCenter Server Appliance. Configure the appliance to be 
embedded, or the external vCenter Server and vCenter 
SSO databases, and to configure custom �$�F�W�L�Y�H���'�L�U�H�F�W�R�U�\��
settings.
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5. For this installation, we choose �&�R�Q�À�J�X�U�H���Z�L�W�K���G�H�I�D�X�O�W���V�H�W�W�L�Q�J�V. This will 
�F�R�Q�À�J�X�U�H���W�K�H���G�D�W�D�E�D�V�H���D�Q�G���W�K�H���6�6�2���W�\�S�H���Z�L�O�O���E�H���H�P�E�H�G�G�H�G�����7�K�H�Q���F�O�L�F�N���R�Q���W�K�H��
Start button.

For a small environment, you should use the embedded database. 
However, if your environment is large in size, you should use the 
other database type.

6. �$�I�W�H�U���À�Q�L�V�K�L�Q�J���W�K�H���F�R�Q�À�J�X�U�D�W�L�R�Q���R�I���W�K�H���G�D�W�D�E�D�V�H���D�Q�G���6�6�2�����L�W���Z�L�O�O���V�W�D�U�W���W�K�H��
service of vCenter Server:

The installation of vCenter Server Appliance is complete
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Connecting to vCenter Server with 
vSphere Client
You can connect to vCenter Server by vSphere Client or vSphere Web client if you 
want to manage an individual ESXi host or virtual machine. It can also log in to the 
ESXi host directly to manage an individual host using the vSphere Client or Web 
client. Enter the IP address, username, and password for your vCenter Server:

Connecting to vCenter Server with 
vSphere Web Client
Follow these steps to connect to vCenter Server by vSphere Web Client:

1. Open a web browser and enter the URL https://<vcenter FQDN or 
vcenter IP address>: 9443/vsphere-client/  (port 9443  is the default). 
An example of this is https://vcenter55u2.vmlab.com:9443/vsphere-
client/ .
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2. Enter the IP address, username, and password for your vCenter Server:

Summary
In this chapter, you learned the differences between physical and virtual hosts, 
�D�Q�G���W�K�H���E�H�Q�H�À�W�V���R�I���X�V�L�Q�J���D���Y�L�U�W�X�D�O�L�]�H�G���K�R�V�W�����:�H���G�H�V�F�U�L�E�H�G���K�R�Z���W�R���V�H�W���X�S���9�0�Z�D�U�H��
ESXi Server and VMware vCenter Server, and how to connect to vCenter Server 
using vSphere Client and vSphere Web Client. We also saw what vCenter Server 
Appliance is and how to deploy it on our VMware virtualized environment.

In the next chapter, we will take a look at vSphere Management Assistant.
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Getting Started with vSphere 
Management Assistant

�$�I�W�H�U���Y�6�S�K�H�U�H���G�H�S�O�R�\�P�H�Q�W�����(�6�;�L���F�R�Q�À�J�X�U�D�W�L�R�Q���D�Q�G���W�U�R�X�E�O�H�V�K�R�R�W�L�Q�J���D�U�H���W�K�H��
most common operations performed by vSphere Client. VMware administrators 
�R�I�W�H�Q���F�K�R�R�V�H���W�K�H���Y�6�S�K�H�U�H���&�O�L�H�Q�W���*�8�,���W�R���F�R�Q�À�J�X�U�H���W�K�H���(�6�;�L���K�R�V�W�����+�R�Z�H�Y�H�U�����W�K�H�\��
�V�R�P�H�W�L�P�H�V���F�K�R�R�V�H���W�K�H���F�R�P�P�D�Q�G���O�L�Q�H���I�R�U���F�R�Q�À�J�X�U�D�W�L�R�Q���R�U���P�D�L�Q�W�H�Q�D�Q�F�H���W�D�V�N�V�����I�R�U��
example, esxcli , vicfg , and vmware-cmd  commands. This is because some logs 
or information about the vSphere host cannot be found using vSphere Client. 
VMware vSphere Management Assistant  (vMA ) is a useful tool, and it is used to 
interact with ESXi hosts and vCenter Server. For example, you can add the ESXi 
host or vCenter Server to vMA, and then manage the individual ESXi host or virtual 
machine using vMA's commands.

�'�X�U�L�Q�J���W�U�R�X�E�O�H�V�K�R�R�W�L�Q�J�����Z�H���Q�H�H�G���W�R���N�Q�R�Z���K�R�Z���W�R���J�D�W�K�H�U���W�K�H���O�R�J���À�O�H�V���R�I���(�6�;�L���D�Q�G��
�Y�&�H�Q�W�H�U���6�H�U�Y�H�U�����D�Q�G���Z�K�H�U�H���Z�H���F�D�Q���À�Q�G���W�K�H���U�H�O�D�W�H�G���V�\�V�W�H�P���O�R�J�����I�R�U���H�[�D�P�S�O�H�����W�K�H��
VMkernel, warring message, management agent, the esxupdate  log, and so on.

In this chapter, we will cover the following topics:

�‡�� Deploying and configuring vMA

�‡�� Configuring the ESXi technical support mode and SSH access

�‡�� Use the esxcli , vicfg , and vmware-cmd  commands

�‡�� Reviewing the ESXi and vCenter Server logs
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Deploying vMA
�,�Q���W�K�H���À�U�V�W���F�K�D�S�W�H�U�����Z�H���V�D�Z���W�K�D�W���Z�H���F�D�Q���P�D�Q�D�J�H���W�K�H���(�6�;�L���K�R�V�W���R�U���Y�L�U�W�X�D�O���P�D�F�K�L�Q�H���E�\��
�9�0�Z�D�U�H���Y�&�H�Q�W�H�U���6�H�U�Y�H�U�����,�Q���V�R�P�H���V�L�W�X�D�W�L�R�Q�V�����V�R�P�H���R�S�H�U�D�W�L�R�Q�V���D�Q�G���F�R�Q�À�J�X�U�D�W�L�R�Q�V��
cannot execute in vCenter Server; for example, if one virtual machine stops 
responding, the VMware administrator can normally reboot that virtual machine 
using vSphere Client. However, they cannot reboot and shut down this virtual 
machine in vCenter Server. The solution is to force a reboot or shut it down using 
the command line. VMware vMA is a useful tool, which is a virtual appliance. It is 
a SUSE Linux Enterprise Server 11-based virtual machine that includes the VMware 
CLI and vSphere SDK for Perl. System administrators can run scripts that interact 
with ESXi hosts and vCenter Server systems.

The following is the procedure for deploying VMware vMA:

1. Download vMA from the VMware website ( https://my.vmware.com/web/
vmware/downloads ). Choose VMware vSphere version 5.1  as the product, 
go to the �'�U�L�Y�H�U�V���	���7�R�R�O�V tab, and select VMware vSphere Management 
Assistant .

Requirements

You can deploy vMA on VMware vSphere 4.1 or later versions.

2. Deploy the OVF template in VMware vSphere Server or VMware vCenter 
Server, as shown in the following screenshot:
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3. Accept the license agreement and click on Next .

4. Enter a name for vMA.

5. Select the store location and resource pool for vMA.
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6. Select the disk format for vMA, as shown in this screenshot:

You should choose the disk in the Thin Provision  format if the destination data store 
is the SAS/FC drive. It has three options for the virtual disk, which are detailed in 
the following table:

Option �'�H�V�F�U�L�S�W�L�R�Q

Thick Provision 
Lazy Zeroed

Creates a virtual disk in a default thick format. The space required 
for the virtual disk is allocated during its creation. Any data left 
over on the physical device is not erased during creation, but is 
zeroed out on demand at a later time, during the first write from 
the virtual machine.

Thick Provision 
Eager Zeroed

Creates a thick disk that supports clustering features, such as fault 
tolerance. The space required for the virtual disk is allocated at the 
time of creation. In contrast to the Thick Provision Lazy Zeroed  
format, the data left over on the physical device is zeroed out 
during creation. It might take longer to create disks in this format 
than other types of disks.
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Option �'�H�V�F�U�L�S�W�L�R�Q

Thin Provision Uses the thin provisioned format. At first, a thin provisioned disk 
uses only as much data store space as the disk initially needs. If 
the thin disk needs more space later, it can grow to the maximum 
capacity allocated to it.

1. Select the network mapping and click on Next .

Ensure that vMA is connected to the management network on which 
the vCenter Server system and the ESXi hosts reside. The vMA 
appliance is designed to help the administrator manage the ESXi host 
and vCenter, so it needs to be connected to the same management 
network.
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The following table lists the IP address allocation policy to use:

Option �'�H�V�F�U�L�S�W�L�R�Q

Fixed Set up the IP address manually

Transient IP addresses are automatically allocated from the vCenter-
managed IP network range at power on and released at power off

�'�+�&�3 A DHCP server is used for IP allocation

You need to create an IP pool on vCenter Server and associate it with 
vMA's network label if you select the Fixed option. The vMA appliance 
cannot be powered on if it doesn't associate with the correct network 
label. Then it displays the following error:

��. Input one IP address for vMA.
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The vMA will not be able to power on if you don't 
input the IP address.

��. Click on Finish .

��. �3�R�Z�H�U���R�Q���W�K�H���Y�0�$���D�I�W�H�U���W�K�H���G�H�S�O�R�\�P�H�Q�W���L�V���À�Q�L�V�K�H�G��

��. �&�R�Q�À�J�X�U�H���W�K�H���Q�H�W�Z�R�U�N���V�H�W�W�L�Q�J���R�Q��Main Menu . Choose the options numbered
2 and 6.

You can configure only one network adapter (vNIC) in vMA. You 
cannot add and configure multiple network adapters. This is vMA's 
default configuration; you cannot change it.

��. �$�I�W�H�U���F�R�P�S�O�H�W�L�Q�J���W�K�H���F�R�Q�À�J�X�U�D�W�L�R�Q�����L�W���L�V���U�H�T�X�L�U�H�G���W�K�D�W���\�R�X���L�Q�S�X�W���D���S�D�V�V�Z�R�U�G
for vi-admin . Input the default password as vmware , and enter a new
password for vi-admin . It is highly recommended that you change the
password for vi-admin ���X�S�R�Q���W�K�H���À�U�V�W���O�R�J�L�Q��
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The new password must have at least nine characters, one uppercase 
character, one lowercase character, one numeral, and one symbol.

�&�R�Q�¿�J�X�U�L�Q�J���(�6�;�L���W�H�F�K�Q�L�F�D�O���V�X�S�S�R�U�W���P�R�G�H
For security reasons, by default, the ESXi Shell of VMware vSphere is disabled. The 
VMware administrator needs to enable it manually if they want to access it locally or 
remotely, due to some maintenance tasks, for example, ESXi service patch upgrade 
�W�D�V�N�V�����+�%�$���R�U���1�,�&���G�U�L�Y�H�U���X�S�J�U�D�G�H���D�Q�G���S�D�U�D�P�H�W�H�U���F�R�Q�À�J�X�U�D�W�L�R�Q�����D�Q�G���V�R���R�Q�����7�K�H���(�6�;�L��
Shell can be used by administrators to troubleshoot on VMware ESXi hosts. We can 
access it in two ways:

�‡ Logging in directly on the console of the ESXi host

�‡ Logging in remotely by SSH

Enabling and accessing ESXi Shell
When you want to ���D�F�F�H�V�V���(�6�;�L���6�K�H�O�O�����\�R�X���V�K�R�X�O�G���H�Q�D�E�O�H���(�6�;�L���6�K�H�O�O���À�U�V�W�����7�K�H�Q���\�R�X��
can execute esxcli . To enable local or remote ESXi Shell from the �'�L�U�H�F�W���&�R�Q�V�R�O�H��
User Interface  (�'�&�8�,), we have to follow these steps:

1. From the DCUI of the ESXi host, press �)��. Provide the credentials when
prompted.

2. Select Troubleshooting Options . You can enable local TSM or remote TSM.

3. To enable local TSM allows users to log on to the Virtual Console ESXi hosts.
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4. Select Enable SSH and press �(�Q�W�H�U.

In ESXi 5.x, select Enable ESXi Shell  and press �(�Q�W�H�U.

In ESXi 4.1, select Local Tech Support  and press �(�Q�W�H�U.
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5. To enable remote TSM allowing users to log in via SSH on the virtual console 
of the ESXi host.

In ESXi 5.x, select Enable SSH and press �(�Q�W�H�U.

In ESXi 4.1, select Remote Tech Support (SSH)  and press �(�Q�W�H�U.

Enabling ESXi Shell from vSphere Client
If you cannot access the DCUI used to enable ESXi Shell, you can enable ESXi Shell 
using vSphere Client. To enable local or remote TSM from vSphere Client, we can 
follow these steps:

1. Select the host and click on the �&�R�Q�À�J�X�U�D�W�L�R�Q tab.

2. Click on �6�H�F�X�U�L�W�\���3�U�R�À�O�H and then on Properties, as shown in this screenshot:



Chapter 2

[ 33 ]

3. Select SSH and click on Options . Then start up the service.

In ESXi 5.x, select SSH or ESXi Shell  and click on Options . Then 
start up the service.

Accessing ESXi Shell from DCUI
If you can remotely connect to the ESXi host directly using the remote management 
console (for example, HP Integrated Lights-Out  (iLO ), IBM RSA, and so on), you 
access ESXi Shell from DUCI. The following is the procedure.

Press �$�O�W + �)�� at the main DCUI screen and provide the credentials.

Press �$�O�W + �)�� to return to the main DCUI screen of the ESXi host.
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Accessing the remote ESXi Shell from the 
SSH client
If you cannot access ESXi Shell directly by DCUI, you should access ESXi Shell using 
SSH. The following is the procedure required:

1. Open an SSH client.

2. Input the IP address or domain name of the ESXi  host and provide the 
credentials.

By default, SSH works on TCP port 22.

Using the VMware commands
�:�H���K�D�Y�H���G�H�V�F�U�L�E�H�G���W�K�H���F�R�Q�À�J�X�U�D�W�L�R�Q���R�I���Y�0�$���L�Q���W�K�H���À�U�V�W���V�H�F�W�L�R�Q�����,�Q���W�K�L�V���V�H�F�W�L�R�Q����
you will learn how to manage the supported vCenter Server or ESXi host using 
vMA. Firstly, you will learn how to connect the vCenter or ESXi to vMA. The vifp  
interface enables the administrator to add, list, and remove the target host (ESXi 
host or vCenter Server) from vMA. The following are some examples of ESXi host 
maintenance tasks using vMA.
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vMA has included many commands, for example, esxcli , resxtop , vicfg , esxcfg , 
vmware-cmd , and so on.

The following table lists a description of each command:

Command �'�H�V�F�U�L�S�W�L�R�Q

esxcli This is used to manage the vSphere host remotely or 
in the ESXi Shell.

resxtop This is used to remotely monitor the resource of the 
vSphere host.

vicfg-  commands You should use this when deploying a vMA virtual 
machine and targeting the vSphere host.

esxcfg-  commands These are available in the ESXi Shell. Most 
commands are replaced by esxcli.

vmware-vmd The operation includes creating a snapshot, power 
on, power off, and information about the virtual 
machine.

It is required to add vSphere host and vCenter Server to vMA using vMA commands 
before we manage the vSphere host and vCenter Server. This table lists the vMA 
management commands:

vMA command �'�H�V�F�U�L�S�W�L�R�Q

vifp addserver Add the target ESX host or vCenter Server to vMA

vifp removeserver Remove the target ESX host or vCenter Server from 
vMA

vifp reconfigure Reconfigure the authentication policy or the users 
for the target hosts

vifp rotatepassword Change the password for vi-admin  and vi-user  
at the target hosts

vifp listservers Verify that the target hosts have been added to 
vMA successfully

vifptarget --set  | -s Set the target host as default for the current session

vifptarget --clear  | -c Clear the target host for the current session

vifptarget --display  | 
-d

Display the initialized fast-pass target host

vicfg-hostops Shut down and reboot the vSphere host

vicfg-hostops Place the vSphere host to enter and exit 
maintenance mode

vicfg-cfgbackup Backup and restore the host configuration
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vMA command �'�H�V�F�U�L�S�W�L�R�Q

vicfg-authconfig Add ESXi hosts to AD

vicfg-nics -l Display information about the physical NIC of the 
ESXi host

vicfg-vswitch -l Display information about the vSwitch of the ESXi 
host

The following table lists the common connection options for vMA commands:

vMA command option �'�H�V�F�U�L�S�W�L�R�Q

--vihost Name of the ESXi host

--username Login username

--url Connect to the specified vSphere web service SDK 
URL

--server The ESXi or vCenter Server

--savesessionfile Saves the session in the specified file

--config The path to a configuration file

--password Login password

--portnumber Specified port to connect to

The following is the procedure for adding an ESXi host to vMA and collecting 
information about the physical network interface on an ESXi host:

We will follow these steps to add the ESXi Server to vMA using the vifp  commands:

1. Log in as vi-admin  (the default administrator).

2. Run vifp addserver <VMware ESXi host> .

3. Run vifp listservers  to verify that the system that has been added  
as a target.

4. Run vifptarget -s <VMware ESXi host> .

5. Then run vicfg-nics –l .
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The VMware administrator has the right to access this ESXi host after adding the 
172.16.100.136  ESXi host to vMA in step 2. They can then manage this ESXi 
host using the vifptarget  command in step 4. At this moment, we can collect 
information about that ESXi host's physical NIC adapter using the vicfg-nic  
command. The output is shown in the following screenshot:

Let's discuss an example: the VMware administrator plans to upgrade the physical 
memory to one ESXi host, A, which is managed by vCenter Server. This ESXi host 
(for whom lockdown mode is enabled) is required to shut down before the hardware 
upgrade, but the VMware administrator cannot connect to vCenter Server and shut 
down the host A. Finally, they discover is that the capacity of vCenter's database is 
full, so the vCenter Server service cannot start up. At this moment, they cannot put 
A into maintenance mode and shut it down, but if there is one vMA in their virtual 
environment or if they can deploy one vMA in their virtual environment, then they 
can add A to vMA and shut it down using the vicfg-hostops  command.

You cannot manage the ESXi host directly using vSphere Client or the web client if 
lockdown mode of ESXi is enabled.

The maintenance mode can be explained as follows: when you need to upgrade the 
resources of a vSphere host, such as the memory for example, the vSphere host must 
enter or leave maintenance mode.
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You can put the ESXi host into maintenance mode and exit this mode using  
vicfg-hostops . You can check whether the ESXi host is in maintenance mode  
or in entering maintenance mode using the info  option after adding the target host 
to vMA. The following result proves that the ESXi host doesn't enter maintenance 
mode:

1. vicfg-hostops --server <esx host> --username <username> 
--password <password> --operation info

2. You can put the ESXi host into maintenance mode using the following 
command. Then you will see that the status of the maintenance mode  
of the host has changed to yes:
vicfg-hostops --server <esx host> --username <username> --password 
<password> --operation enter
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3. You can place the ESXi host into exit maintenance mode using the following 
command, if you have completed the hardware upgrade. You will see that 
the status of maintenance mode of the host has changed to no after executing 
the command:
vicfg-hostops --server <esx host> --username <username> --password 
<password> --operation exit

The ESXi host does not enter maintenance mode until all the 
virtual machines running on the host have been shut down, 
migrated, or suspended.

4. Then shut down and reboot the ESXi host using the following command:
vicfg-hostops --server <esx host> --username <username> --password 
<password> --operation shutdown
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5. Force reboot the ESXi host using the following command:
vicfg-hostops --server <esx host> --username <username> --password 
<password> --operation reboot --force

It is recommended that the ESXi host enters maintenance mode 
before rebooting the ESXi host.

According to the previous example, you can learn how to place an ESXi host into 
maintenance mode and shut it down by vMA. Then, complete the hardware upgrade 
and reboot the ESXi host. Finally, place the ESXi host into exit maintenance mode. 
Thus, all the maintenance tasks will be completed.

Let's discuss another example: one virtual machine is running on ESXi host A, 
which is managed by the vCenter Server. The VMware administrator discovers that 
the virtual machine is not responding. They decide to restart this virtual machine 
through vCenter Server, but this virtual machine still doesn't reboot automatically, 
even after executing the reboot action. In this situation, you can forcibly reboot 
and shut down this virtual machine using the VMware CLI in ESXi's Technical 
Supported Mode  (TSM ) or vMA. The following example is for reference.
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You can power down one virtual machine, VC_TEST, using the following esxcli  in 
ESXi's TSM:

1. List all the virtual machines using esxcli vm process list . You will 
notice the �:�R�U�O�G���,�'���������������� of the VC_TEST virtual machine:
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2. After you have found the virtual machine's world ID, you can power 
down the VM using the esxcli vm process kill –t soft –w 437838  
command. You may execute the command using the force option if the 
virtual machine still does not power down.

soft : These kills will give the VMX process a chance to shut down 
cleanly.

hard : These kills will shut down the process immediately.

force : This should be used as a last resort to kill the VM. If all 
three of these fail, then the ESXi host reboot is required.

You can also power down the VC_TEST virtual machine in vMA using the following 
remote CLI.

If there is one vMA in the virtual environment, you can connect the ESXi host by 
vMA and instruct the remote CLI to shut down the virtual machine. For a detailed 
connection procedure, you can refer to the previous section. You can see which 
virtual machines are running on this ESXi host using vmware-cmd –l . Then you can 
�À�Q�G���W�K�H���O�R�F�D�W�L�R�Q���R�I���W�K�H��VC_TEST virtual machine and check its current status.
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1. Firstly, you���Q�H�H�G���W�R���À�Q�G���W�K�H���O�R�F�D�W�L�R�Q���R�I��VC_TEST.vmx using the vmware-
cmd-l  command. The result is shown in the following screenshot:

2. Then check the current status of VM VC_TEST using the following command. 
It shows getstate() = on :
vmware-cmd /vmfs/volumes/5328a81d-913094b2-eb37-2c44fd8309d4/VC_
TEST/VC_TEST.vmx getstate
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3. Next, execute the following command to shut down the VM:
vmware-cmd /vmfs/volumes/5328a81d-913094b2-eb37-2c44fd8309d4/VC_
TEST/VC_TEST.vmx stop soft

From the preceding example, you can learn how to shut down a virtual machine by 
TSM or vMA.

Reviewing ESXi and vCenter Server logs
�,�Q���V�R�P�H���F�R�Q�À�J�X�U�D�W�L�R�Q and troubleshooting tasks, the system log is a very important 
�S�L�H�F�H���R�I���L�Q�I�R�U�P�D�W�L�R�Q���I�R�U���À�Q�G�L�Q�J���W�K�H���U�R�R�W���F�D�X�V�H���R�I���V�H�U�Y�L�F�H���F�R�U�U�X�S�W�L�R�Q�����Y�6�S�K�H�U�H���O�R�J�V��
and vCenter logs are at different locations, and can be gathered by different ways. 
In this section, you will learn how to gather and locate each log. You can generate 
log bundles for support requests. The methods of gathering logs are listed in the 
following table:

System logs Gathering methods

vCenter Server From vSphere Client

vCenter Server From a command on vCenter Server itself

vSphere Server Export the log directly to vCenter Server using vSphere 
Client

vSphere Server Use the vm-support  command in ESXi's TSM with the help 
of SSH
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The location of the vCenter Server log
The location paths of the vCenter Server log are listed in the following table:

vCenter platform Location path

vCenter Server 5.x Linux Virtual Appliance /var/log/vmware/vpx/

vCenter Server 5.x Linux Virtual Appliance 
UI

/var/log/vmware/vami

vCenter Server 5.x and earlier versions on 
the Windows 2008 platform

C:\ProgramData\VMware\VMware 
VirtualCenter\Logs\

vCenter Server 5.x and earlier versions on 
the Windows 2003 platform

%ALLUSERSPROFILE%\
Application Data\VMware\VMware 
VirtualCenter\Logs\

The descriptions of vCenter logs are given in the following table:

Name �'�H�V�F�U�L�S�W�L�R�Q

vpxd.log The main vCenter Server logs and includes vSphere 
Client and vCenter WebServices events

vpxd-profiler.log , 
profiler.log , and 
scoreboard.log

In order to diagnose a vCenter Server issue, you can find 
these logs in the �9�3�;���2�S�H�U�D�W�L�R�Q�D�O���'�D�V�K�E�R�D�U�G (�9�2�' )

cim-diag.log  and vws.
log

The communication log between vCenter Server and 
vSphere Server

vpxd-alert.log Warning alert for a vpxd  process

drmdump\: The ESXi cluster's DRS log with vCenter Server

The location of the vSphere Server log
This table shows the location paths, with descriptions:

Location path �'�H�V�F�U�L�S�W�L�R�Q

/var/log/auth.log ESXi Shell authentication logs

/var/log/dhclient.log The DHCP Client log

/var/esxupdate.log ESXi patch and driver update logs

/var/log/shell.log ESXi Shell usage logs

/var/log/sysboot.log VMkernel startup and module loading

/var/log/boot.gz A compressed file that contains a boot log

/var/log/usb.log Information about the ESXi USB device
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Location path �'�H�V�F�U�L�S�W�L�R�Q

/var/log/syslog.log This log includes the ESXi service and vCenter 
schedule tasks

/var/log/vobd.log VMkernel observation events

/var/log/vmkernel.log ESX's core log, which includes all of vSphere's process 
services

/var/log/vmkwarning.log The warning message of ESXi's service

/var/log/vmksummary.log The log summary of all VMkernel, for example, the 
status of the virtual machine and the ESXi host

vSphere Server is a hypervisor itself, and runs on a Linux platform. 
Most of the concerned commands are Linux-based CLI.

�(�[�S�R�U�W�L�Q�J���W�K�H���Y�P���V�X�S�S�R�U�W���O�R�J���¿�O�H���I�U�R�P��
vSphere Client
In most situations, the VMware support engineer requests you to provide ESXi's 
vm support log to analyze when you open a VMware service request. The following 
procedure shows you how to export the ESXi host's support log from vSphere Client:

1. Connect to vCenter Server from vSphere Client.

2. Select File  and choose Export .
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3. Go to Export System Logs and choose the relevant ESXi host log,  
as shown here:

It is required to select Include information from vCenter Server 
and vSphere Client  if you want to export a vCenter Server log.
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4. Select the system logs to export and click on Next , as shown in this 
screenshot:

5. Choose the download location and then select Finish .

�(�[�S�R�U�W�L�Q�J���W�K�H���Y�P���V�X�S�S�R�U�W���O�R�J���¿�O�H���I�U�R�P�� 
ESXi Shell
ESXi Shell has other options for collecting vm-support �����)�R�U���V�S�H�F�L�À�F���L�Q�I�R�U�P�D�W�L�R�Q����
enter vm-support –help  in the ESXi Shell. Additionally, you can describe some of 
�W�K�H���F�R�P�P�R�Q���R�S�W�L�R�Q�V���W�K�D�W���F�D�Q���E�H���X�V�H�G�����9�0�Z�D�U�H���X�V�X�D�O�O�\���U�H�T�X�H�V�W�V���V�S�H�F�L�À�F���L�Q�I�R�U�P�D�W�L�R�Q��
for troubleshooting in the event of a crash. The following procedure describes how to 
export ESXi's support log using ESXi commands:
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1. Connect to the ESXi host by SSH and input vm-support . It will start 
collecting the ESXi host log. The result looks similar to what is shown in the 
following screenshot:

2. After completing the process of collection, you can see the location of the 
ESXi host log.
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Summary
In this chapter, you learned what the VMware vSphere Management Assistant is, 
�D�Q�G���K�R�Z���W�R���V�H�W���X�S���D�Q�G���F�R�Q�À�J�X�U�H���Z�L�W�K���Y�6�S�K�H�U�H���6�H�U�Y�H�U�����:�H���D�O�V�R���V�D�Z���K�R�Z���W�K�H���9�0�Z�D�U�H��
administrator is able to enable the ESXi Shell during troubleshooting. Then we 
saw how to use VMware commands (such as esxcli , vifcfg , and vmware-cmd ) to 
manage the vSphere host and virtual machine in vMA or TSM. You also learned how 
the VMware administrator gathers the vSphere Server log and vCenter Server log.

In the next chapter, we will look at the Virtual Machine Monitor (VMM) and see how 
to monitor a virtual machine's performance.
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Using the Virtual  
Machine Monitor

Performance monitoring in a virtual machine is different from that in a traditional 
physical server. The virtual machine monitor  (VMM ) is a key component of 
the VMware vSphere environment, which is a thin layer that provides virtual 
x86 hardware for virtual machines' (VM) guest operating systems. VMware 
administrators are needed���L�Q���R�U�G�H�U���W�R���N�Q�R�Z���K�R�Z���W�R���À�Q�G���S�H�U�I�R�U�P�D�Q�F�H���S�U�R�E�O�H�P�V��
using vSphere monitoring tools. VMware vCenter Server's performance charts 
and resxtop ���F�R�P�P�D�Q�G�V�����Z�K�L�F�K���D�U�H���F�R�P�P�R�Q���W�R�R�O�V�����F�D�Q���K�H�O�S���\�R�X���À�Q�G���S�H�U�I�R�U�P�D�Q�F�H��
problems in the vSphere Server.

In this chapter, we will cover the following topics:

�‡�� The components of the VMware vSphere ESXi architecture

�‡�� What the virtual machine monitor is

�‡�� The difference between software and hardware virtualization techniques

�‡�� Using vSphere Performance monitoring tools

The VMware vSphere ESXi architecture
Firstly, you should understand the VMware vSphere architecture before considering 
how to optimize the performance of VMware vSphere ESXi. VMware vSphere ESXi 
(a hypervisor) installs the virtualization layer on an x86-based platform. vSphere 
ESXi is a platform for running some virtual machines on a single physical machine. 
Each VM runs on the VMM, which can provide virtual hardware for the guest 
operating system in the VM. VMware vSphere ESXi uses the VMM to share the 
physical hardware (for example, CPU, memory, network, storage devices, and so on) 
with each virtual machine in the VMkernel. Each virtual machine has only one VMM 
for physical resource sharing. 
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The following diagram shows the components of the vSphere ESXi host and the 
guest OS:

There are many different factors responsible for performance issues in a VMware 
vSphere environment. These factors depend on different hardware and software 
components, for example, CPU, memory, network, disk I/O, and so on. Multiple 
virtual machines run on a physical server, with each virtual machine sharing the 
resources. vSphere ESXi schedules the virtual machine to access the physical server's 
CPU, memory, network, and storage. If you overcommit any of these resources, 
you might see performance issues in the virtual machine. For example, an ESXi 
host has one physical server with a two-core CPU, and three virtual machines are 
running on it. If you assign four virtual CPUs on each virtual machine, it might 
have performance issues because all the virtual machines must share the underlying 
physical CPU. In another example, one virtual machine is required for two physical 
servers with a two-core CPU, and the running ESXi host has four physical processors 
with an eight-core CPU, though the physical host can provide total of 32 processing 
cores. If the virtual disk of the virtual machine is a SQL Server that is running on a 
SATA 7.2k drive, you might notice that it has disk I/O performance issues on this 
virtual machine. This is because of a design problem in vSphere. The virtual disk 
should be stored in an SAS or FC 10/15K drive that can provide enough disk I/O for 
�W�K�H���Y�L�U�W�X�D�O���P�D�F�K�L�Q�H�����)�L�Q�D�O�O�\�����G�H�V�L�J�Q���D�Q�G���F�R�Q�À�J�X�U�D�W�L�R�Q���L�V�V�X�H�V���F�D�Q���D�I�I�H�F�W���S�H�U�I�R�U�P�D�Q�F�H��
in a VMware vSphere environment.
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To get the best results from a VMware ESXi environment, you should follow the best 
practices of the traditional physical server, for example, the number of vCPUs, the 
memory, virtual NIC adapters, the RAID level in the virtual disk, disk I/O, and so 
on. Use the newest hardware to improve virtualization performance, if possible, as 
newer hardware platforms have the latest features (for example, vCPU, memory, FT, 
and so on) for improving the system's performance in a VMware ESXi environment.

�2�Q�F�H���\�R�X���K�D�Y�H���L�G�H�Q�W�L�À�H�G���D���S�H�U�I�R�U�P�D�Q�F�H���S�U�R�E�O�H�P���L�Q���\�R�X�U���9�0�Z�D�U�H���(�6�;�L��
�H�Q�Y�L�U�R�Q�P�H�Q�W�����\�R�X���À�U�V�W���Q�H�H�G���W�R���L�G�H�Q�W�L�W�\���Z�K�L�F�K���I�D�F�W�R�U���K�D�V���F�D�X�V�H�G���W�K�D�W���S�H�U�I�R�U�P�D�Q�F�H��
�L�V�V�X�H�����D�Q�G���W�K�H�Q���À�Q�G���D���Z�R�U�N�D�U�R�X�Q�G�����R�U���V�R�O�X�W�L�R�Q�����7�K�H���I�R�O�O�R�Z�L�Q�J���W�D�E�O�H explains the basic 
troubleshooting options for a VMware ESXi host:

Problem/symptom Checking Recommendation

High CPU load �‡�� The running status of 
VMware VM tools on a 
virtual machine

�‡�� The number of vCPU 
assigned to the virtual 
machine

�‡�� The number of physical 
CPUs installed on the 
ESXi host

�‡�� The CPU allocation on 
the ESX resource pool

�‡�� Decrease the number of 
vCPU on the running 
virtual machine

�‡�� Install and upgrade the 
VMware VM tools to the 
latest version on the virtual 
machine

�‡�� According to VMware 
best practices, upgrade the 
virtual hardware to the 
recommended version on 
the virtual machine

Memory high 
loading

�‡�� The running status of 
the VMware VM tools 
on the virtual machine

�‡�� The amount of Memory 
assigned to the virtual 
machine

�‡�� The total amount of 
memory installed on 
the ESXi host

�‡�� The memory allocation 
on the ESX resource 
pool

�‡�� Reserve the required 
memory on the virtual 
machine or ESXi's resource 
pool

�‡�� Install and upgrade the 
VMware VM tools to the 
latest version on the virtual 
machine

�‡�� According to VMware 
best practices, upgrade the 
virtual hardware to the 
recommended version on 
the virtual machine
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Problem/symptom Checking Recommendation

Network response 
time is low

�‡�� The current status of 
the VMware VM tools 
on the virtual machine

�‡�� What is the version of 
virtual hardware on the 
�Y�L�U�W�X�D�O���P�D�F�K�L�Q�H�"

�‡�� The network speed of 
the physical NIC on the 
ESXi host

�‡�� What is the type of 
virtual NIC on the 
�Y�L�U�W�X�D�O���P�D�F�K�L�Q�H�"

�‡�� Does it have good 
performance, for 
example, CPU, 
memory, and disk I/O, 
�R�Q���W�K�H���Y�L�U�W�X�D�O���P�D�F�K�L�Q�H�"

�‡�� Identify the bottleneck 
in the network if it is a 
network issue

�‡�� According to VMware 
best practices, choose the 
recommended virtual NIC 
adapter on the virtual 
machine

�‡�� Install and upgrade the 
VMware VM tools to the 
latest version

�‡�� Add two or more NIC 
uplinks onto the virtual 
standard switch or virtual 
distributed switch

�‡�� Setup on network I/O 
control if using a virtual 
distributed switch

�‡�� Separate the production 
network and management 
and the vMotion network 
into a different virtual 
standard switch or virtual 
distributed switch
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Problem/symptom Checking Recommendation

Storage disk I/O 
response time is 
low

�‡�� What is RAID level, 
disk type is using on 
�W�K�H���(�6�;�L���G�D�W�D���V�W�R�U�H�"

�‡�� What path policy of 
ESXi the data store is 
using

�‡�� The ESXi host's 
connectivity of  FC/
iSCSI SAN storage

�‡�� The status of the read/
write cache on the SAN 
storage

�‡�� Does it have good 
performance (for 
example, CPU and 
memory) on the virtual 
�P�D�F�K�L�Q�H�"

�‡�� Identify the bottleneck 
in the SAN storage if it 
is a storage issue

�‡�� Does it create a VM 
snapshot on the virtual 
�P�D�F�K�L�Q�H�"

�‡�� One VMDK is mapping to 
one disk drive at the OS 
system level

�‡�� Use single initiator zoning 
on the SAN switch if it is 
using FC SAN storage

�‡�� Enable the jumbo frame on 
the virtual switch on the 
ESXi host and LAN switch 
if using iSCSI SAN storage

�‡�� According to best practices 
of the storage vendor, 
select the recommended 
path policy of the data 
store on the ESXi host

�‡�� Don't allocate too many 
virtual machines running 
on a single ESXi data store

�‡�� According to the disk I/O, 
allocate the virtual machine 
to different ESXi data 
stores

�‡�� Don't use a thin disk on 
the virtual machine if thin 
provisioning is enabled on 
the LUN in SAN storage

Understanding the VMM
The VMM is a key component of the VMware vSphere environment. It is a thin layer 
that provides virtual x86 hardware for a virtual machine's guest operating system. 
This hardware includes CPU, memory, network, storage, and so on. Each VMM is 
serviced to one virtual machine; it shares the CPU, memory, NIC driver, and I/O 
�G�U�L�Y�H�U���Z�L�W�K���W�K�H���9�0�����7�K�H���9�0�0���F�D�Q���E�H���F�R�Q�À�J�X�U�H�G���X�V�L�Q�J���K�D�U�G�Z�D�U�H���Y�L�U�W�X�D�O�L�]�D�W�L�R�Q����
software virtualization, and paravirtualization techniques. Hardware virtualization 
and software virtualization will be discussed in the next section. Paravirtualization 
allows software running on a virtual machine to bypass the virtual interface. It runs 
the operation on the physical hardware.
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The VMM can choose from three monitor modes:

�‡�� Binary translation and shadow page tables

�‡�� Intel VT-x or AMD-V and shadow page tables

�‡�� AMD-V with RVI or Intel VT-x with EPT

Paravirtualization techniques are not commonly implemented in the 
�S�U�R�G�X�F�W�L�R�Q���H�Q�Y�L�U�R�Q�P�H�Q�W���E�H�F�D�X�V�H���W�K�H�\���U�H�T�X�L�U�H���P�R�G�L�À�F�D�W�L�R�Q�V���W�R���W�K�H��
�R�S�H�U�D�W�L�R�Q���V�\�V�W�H�P���N�H�U�Q�H�O�����7�K�L�V���W�H�F�K�Q�L�T�X�H���L�V���Q�R�W���V�X�S�S�R�U�W�H�G���E�\���X�Q�P�R�G�L�À�H�G��
operation systems, for example, the Microsoft Windows platform. The 
details of the options you just saw will be discussed in the next section.

Here is a screenshot showing the default mode of the virtual machine chosen by  
the VMM:
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Software and hardware virtualization 
techniques
In VMware ESXi vSphere, the virtual CPU consists of the virtual instruction set 
and virtual memory management unit  (MMU ). The virtual instruction set is a list 
of CPU-executed instructions. The virtual MMU is mapped between the virtual 
address and physical address in the physical memory. The combination of the virtual 
instruction set and memory is called monitor mode. The VMM can identify the ESXi 
host hardware and its CPU model. Then it chooses monitor mode for the virtual 
�P�D�F�K�L�Q�H���R�Q���W�K�D�W���K�D�U�G�Z�D�U�H���S�O�D�W�I�R�U�P�����,�W���F�D�Q���D�O�V�R���F�R�Q�À�J�X�U�H���W�K�H���P�R�Q�L�W�R�U���X�V�L�Q�J���V�R�I�W�Z�D�U�H��
techniques, hardware techniques, or a combination of both techniques.

The following table lists the difference between CPU software virtualization and 
hardware virtualization:

Advantage �'�L�V�D�G�Y�D�Q�W�D�J�H

CPU software 
virtualization

�‡�� When this doesn't 
have enough 
CPU resources, 
performance is 
unaffected

�‡�� There is an increase in host 
CPU utilization

�‡�� There is an increase in virtual 
machine latency

CPU hardware 
virtualization

�‡�� Virtual machines 
can directly 
request or access 
the hardware with 
VMM

�‡�� This has a large cost if 
the CPU doesn't support 
hardware virtualization

The architecture of an x86 operating system has four levels for operation of the 
system: Ring 0 to �5�L�Q�J����. The user application runs in �5�L�Q�J����. The operating system 
needs to directly access physical hardware; it executes in Ring 0. 
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The following diagram shows the x86 architecture:

The VMware ESXi host virtualizes the x86 operating system using a combination 
of binary translation and direct execution techniques. Binary translation allows the 
VMM to run in Ring 0 for isolation and performance. The virtual machine runs in 
Ring1. The VMM translator all virtual machine instruction and caches the results for 
the execution. The user application continues to run in �5�L�Q�J��. It is directly executed 
on the physical processor. This technique is called CPU software virtualization. The 
following diagram shows the details of this architecture:
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Now, hardware virtualization is available on  Intel Virtualization Technology  
(Intel VT-x ) and �$�0�'���9�L�U�W�X�D�O�L�]�D�W�L�R�Q (�$�0�'���9 ). Both of these technologies allow a 
VMM to fully control the execution of a virtual machine, without binary translation, 
and both allow the VMM to run in root mode below Ring 0. The Virtual Machine 
(VM ) can run in Ring 0. The virtual machine's state is stored in the virtual machine 
structure (Intel VT-x) or virtual machine blocks (AMD-V). This technique is called 
CPU hardware virtualization. The following diagram shows this architecture in detail:
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After discussing CPU virtualization, the next topic to be covered is MMU. Memory 
virtualization shares the physical memory and dynamically allocates it to the virtual 
machine. The virtual machine uses page tables to map the virtual memory address 
to the physical memory address. The MMU translates the virtual address into a 
physical address. The translation look-aside buffer  (TLB) is a cache that speeds up 
these translations in MMU. When multiple virtual machines are running on a single 
host, the virtual machine controls the mapping of the virtual address to the physical 
address, but it cannot directly access the host physical memory. The MMU maps 
the guest virtual memory (vRAM) to the host physical memory. To support the VM, 
the MMU must be virtualized by both the software technique and the hardware 
technique. This diagram depicts the architecture of the MMU:

MMU virtualization uses shadow page tables, which are composed of two mappings. 
�7�K�H���À�U�V�W���P�D�S�S�L�Q�J���L�V���R�I���W�K�H��Guest Virtual Memory  to the Guest Physical Memory . 
This mapping is obtained from the primary page table. The second mapping is  
of the Guest physical memory  to the Host Physical Memory . This mapping is 
�G�H�À�Q�H�G���E�\���W�K�H���9�0�0���D�Q�G���9�0�N�H�U�Q�H�O�����7�K�H���9�0�0���F�D�Q���G�L�U�H�F�W�O�\���S�R�L�Q�W���W�R���W�K�H���K�D�U�G�Z�D�U�H��
MMU at the shadow page tables. This allows the virtual machine to access the host 
physical memory. The following diagram shows the architecture of software  
MMU virtualization:
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Both the platforms—Intel and AMD—support hardware MMU virtualization. 
Extended Page Tables (EPT) is a feature of the Intel platform. Rapid Virtualization 
Indexing  (RVI ) is a feature included in the AMD platform. Both EPT and RVI are  
not required for the VMM to synchronize the shadow page table with the guest  
page table.

The following table lists the differences between software MMU virtualization and 
hardware MMU virtualization:

Advantage �'�L�V�D�G�Y�D�Q�W�D�J�H

Software MMU 
virtualization

Improves memory 
performance by using 
shadow page tables

Shadow page tables 
consume extra memory and 
increase CPU overhead

Hardware MMU 
virtualization

Performance is better than 
that of software MMU 
virtualization

Increased costs

Using vSphere performance monitoring 
tools
VMware performance charts and esxtop are common monitoring tools in VMware 
vSphere. You can display performance charts in either the VMware ESXi host or 
VMware vCenter Server. Performance charts can provide a lot of useful information 
for analysis of performance problems, for example, CPU and memory utilization, 
disk I/O, network bandwidth, and so on. VMware performance charts can 
display two types of charts: overview charts and advanced charts. The overview 
performance shows the host performance statistics. 
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Here is a screenshot of an overview performance chart on VMware vCenter Server:

The following procedure describes how to view an overview performance chart on 
VMware vCenter Server using the vSphere Client:

1. Log in to vCenter Server using the vSphere Client.

2. Choose the Performance tab at the top, and then select Overview .
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3. You can view these overview performance charts by selecting Time Range.

Advanced performance charts can display graphical statistical data for the VMware 
ESXi host or vCenter Server. You can collect data about ESXi hosts, clusters, the 
virtual machine, the resource pool, and data stores. Also, you can create and save 
customized charts in real time or for time frames of the past.

The following procedure describes how to view advanced performance charts and 
save customized charts in VMware vCenter Server:

1. Log in to vCenter Server using the vSphere Client.

2. Choose the Performance tab at the top, and then select Advanced .
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3. You can view the advanced performance chart by selecting different  
options from the Switch to  menu, for example, CPU, Memory , �'�D�W�D�6�W�R�U�H,  
or Network .

4. Choose the Chart Options…  link. Then select the option settings shown  
as follows:
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5. Choose Chart Type , Chart Options , and Object . Then click on the Save 
Chart Settings…  button to enter the name of the charts.

Line graph : Displays the metrics for a single inventory object

Stacked graph: This is used to compare data across virtual 
machines

Stacked graph (Per VM) : This is used to compare data between 
virtual machines

6. Next, click on OK  to come back to the advanced performance chart.

7. Finally, export the advanced performance chart by clicking on the disk 
button, as shown here:

The advanced performance chart can be exported in these formats: 
PNG, JPEG, BMP, GIF, and CSV.

The esxtop  utility and the resxtop  utility are commands that can monitor and collect 
resource data from the VMware ESXi host, for example, CPU, memory, disk, network, 
and so on. This data includes some metrics that can't be accessed using overview or 
advanced performance charts. The esxtop  utility runs only on the ESXi host's service 
console and executes it using root user privileges. The resxtop  must execute by the 
vSphere CLI or vMA. It has three modes for collecting the data, as follows:

�‡�� �'�H�I�D�X�O�W���P�R�G�H�����L�Q�W�H�U�D�F�W�L�Y�H���P�R�G�H��: It can collect all statistical data for the 
VMware ESXi host in real time

�‡�� Batch mode: Collects the statistic data and saves it in a file

�‡�� Replay mode : The data is collected using the vm-support  command
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The following procedure describes how to execute esxtop :

1. Log in to the ESXi host by SSH with root user privileges.

The SSH service has to be enabled.

In vSphere ESXi 5.x, you can use SSH to run the esxtop command; 
however, the resxtop command requires use of the vSphere CLI.

2. Input the esxtop  command in the ESXi host's service console. Then you can 
enter the following screen:

The –a option shows all the statistics.

The –b option is executed in batch mode.

The –h option is used for help on the esxtop  command.

In batch mode, esxtop  runs until it produces the number of iterations 
requested (which was done using the -n  option), or until you end the 
process by pressing �&�W�U�O + �&.
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You can type a character to go to a different screen. These characters are listed in the 
following table:

Characters �'�H�V�F�U�L�S�W�L�R�Q

c Switch to the CPU resource utilization screen

m Switch to the memory resource utilization screen

d Switch to ESXi's storage adapter resource utilization screen

u Switch to the storage device (path) resource utilization screen

v Switch to the virtual disk resource utilization screen

V Display the virtual machines only

n Switch to the network resource utilization screen

h Display the help screen

q Quite the esxtop utility mode

The following command is used to execute esxtop  in batch mode:

esxtop –a –b > "output-name.csv"

Here is a screenshot showing the command being typed:
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Here is the sample CSV data of the preceding result:

The following procedure is used to execute esxtop  in replay mode:

1. Log in to the ESXi host by SSH.

The SSH service has to be enabled.

2. Run the vm-support  command to���F�U�H�D�W�H���D���À�O�H���Z�L�W�K���V�D�P�S�O�H�G���S�H�U�I�R�U�P�D�Q�F�H���G�D�W�D����
The following is a sample showing the collection of data by vm-support :
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The –p option is used to collect performance data

The –d option gives the duration of performance monitoring  
(in seconds)

The –i  option gives the interval between performance snapshots 
(in seconds)

The –h option is used for help on vm-support

3. After collecting the vm-support ���S�H�U�I�R�U�P�D�Q�F�H���À�O�H�����W�K�H���À�O�H���L�V���V�W�R�U�H�G���D�W���W�K�H��
location marked in this screenshot:

4. Unzip or untar the vm-support ���À�O�H�����)�L�Q�D�O�O�\�����U�X�Q���W�K�L�V��
esxtop –R/var/tmp/esx-esxi55b.boardware.com.mo-2014-12-12--05.47.
tgz
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Summary
In this chapter, you learned about the components of the VMware vSphere ESXi 
�D�U�F�K�L�W�H�F�W�X�U�H�����Z�K�D�W���9�0�0���L�V�����D�Q�G���K�R�Z���W�R���F�R�Q�À�J�X�U�H���V�R�I�W�Z�D�U�H���D�Q�G���K�D�U�G�Z�D�U�H���W�H�F�K�Q�L�T�X�H�V��
with VMM in the virtual machine. We then covered how to view the vCenter 
performance chart and use the esxtop utility to analyze any performance problems.

In the next chapter, we will look at VMware vSphere APIs for array integration 
(VAAI) and VMware vSphere APIs for Storage Awareness (VASA). Also, you  
�Z�L�O�O���O�H�D�U�Q���K�R�Z���W�R���F�R�Q�À�J�X�U�H���W�K�H���Y�6�S�K�H�U�H���6�W�R�U�D�J�H���'�5�6���D�Q�G���V�W�R�U�D�J�H���,���2���F�R�Q�W�U�R�O�� 
in a vSphere ESXi host.
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Storage Scalability
SAN storage is a key component of a VMware vSphere environment. We can 
choose different vendors and types of SAN storage to deploy on a VMware Sphere 
environment. The advanced settings of each storage can affect the performance 
of the virtual machine, for example, FC or iSCSI SAN storage. It has a different 
�F�R�Q�À�J�X�U�D�W�L�R�Q���L�Q���D���9�0�Z�D�U�H���Y�6�S�K�H�U�H���H�Q�Y�L�U�R�Q�P�H�Q�W�����+�R�V�W���F�R�Q�Q�H�F�W�L�Y�L�W�\���R�I���)�L�E�U�H�� 
Channel storage is accessed by Host Bus Adapter  (HBA ). Host connectivity of iSCSI 
�V�W�R�U�D�J�H���L�V���D�F�F�H�V�V�H�G���E�\���W�K�H���7�&�3���,�3���Q�H�W�Z�R�U�N�L�Q�J���S�U�R�W�R�F�R�O�����:�H���À�U�V�W���Q�H�H�G���W�R���N�Q�R�Z���W�K�H��
concept of storage. Then we can optimize the performance of storage in a VMware 
vSphere environment.

In this chapter, you will learn these topics:

�‡�� What the vSphere storage APIs for Array Integration  (VAAI ) and Storage 
Awareness (VASA ) are

�‡�� The virtual machine storage profile

�‡�� VMware vSphere Storage DRS and VMware vSphere Storage I/O Control

vSphere storage APIs for array 
integration and storage awareness
In �&�K�D�S�W�H�U����, �8�V�L�Q�J���W�K�H���9�L�U�W�X�D�O���0�D�F�K�L�Q�H���0�R�Q�L�W�R�U, you gained knowledge about 
performance monitoring in a VMware vSphere environment. VMware vMotion is a 
key feature in vSphere hosts. An ESXi host cannot provide the vMotion feature if it is 
without shared SAN storage. SAN storage is a key component in a VMware vSphere 
environment. In large-scale virtualization environments, there are many virtual 
machines stored in SAN storage. When a VMware administrator executes virtual 
machine cloning or migrates a virtual machine to another ESXi host by vMotion,  
this operation allocates the resource on that ESXi host and SAN storage. 
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In vSphere 4.1 and later versions, it can support VAAI. The vSphere storage API is 
�X�V�H�G���E�\���D���V�W�R�U�D�J�H���Y�H�Q�G�R�U���Z�K�R���S�U�R�Y�L�G�H�V���K�D�U�G�Z�D�U�H���D�F�F�H�O�H�U�D�W�L�R�Q���R�U���R�I�Á�R�D�G�V���Y�6�S�K�H�U�H��
I/O between storage devices. These APIs can reduce the resource overhead on ESXi 
hosts and improve performance for ESXi host operations, for example, vMotion, 
virtual machine cloning, creating a virtual machine, and so on. VAAI has two APIs: 
the hardware acceleration API and the array thin provisioning API.

�7�K�H���K�D�U�G�Z�D�U�H���D�F�F�H�O�H�U�D�W�L�R�Q���$�3�,���L�V���X�V�H�G���W�R���L�Q�W�H�J�U�D�W�H���Z�L�W�K���9�0�Z�D�U�H���Y�6�S�K�H�U�H���W�R���R�I�Á�R�D�G��
storage operations to the array and reduce the CPU overload on the ESXi host.

The following table lists the features of the hardware acceleration API for block  
and NAS:

Array integration Features �'�H�V�F�U�L�S�W�L�R�Q

Block Fully copy This blocks clone or copy offloading.

Block zeroing This is also called write same. When 
you provision an eagerzeroedthick 
VMDK, the SCSI command is issued to 
write zeroes to disks.

Atomic Test & Set (ATS) This is a lock mechanism that prevents 
the other ESXi host from updating the 
same VMFS metadata.

NAS Full file clone This is similar to Extended Copy 
(XCOPY) hardware acceleration.

Extended statistics This feature is enabled in space usage in 
the NAS data store.

Reserved space The allocated space of virtual disk in 
thick format.

The array thin provisioning API is used to monitor the ESXi data store space on  
the storage arrays. It helps prevent the disk from running out of space and reclaims 
disk space. For example, if the storage is assigned as 1 x 3 TB LUN in the ESXi host, 
but the storage can only provide 2 TB of data storage space, it is considered to be 3 
�7�%���L�Q���W�K�H���(�6�;�L���K�R�V�W�����6�W�U�H�D�P�O�L�Q�H���L�W�V���P�R�Q�L�W�R�U�L�Q�J���/�8�1���F�R�Q�À�J�X�U�D�W�L�R�Q���V�S�D�F�H���L�Q���R�U�G�H�U���W�R��
avoid running out of physical space. 
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When �Y�6�S�K�H�U�H���D�G�P�L�Q�L�V�W�U�D�W�R�U�V���G�H�O�H�W�H���R�U���U�H�P�R�Y�H���À�O�H�V���I�U�R�P���W�K�H���G�D�W�D���V�W�R�U�H���W�K�D�W���L�V��
provisioned LUN, the storage can reclaim free space in the block level.

In vSphere 4.1 or later, it can support VAAI features.

In vSphere 5.5, you can reclaim the space on thin provisioned LUN 
using esxcli .

VMware VASA is a piece of software that allows the storage vendor to provide 
information about their storage array to VMware vCenter Server. The information 
includes storage capability, the state of physical storage devices, and so on. vCenter 
Server collects this information from the storage array using a software component 
called VASA provider, which is provided by the storage array vendor. A VMware 
administrator can view the information in VMware vSphere Client / VMware 
vSphere Web Client. The following diagram shows the architecture of VASA with 
vCenter Server. For example, the VMware administrator requests to create a 1 x data 
�V�W�R�U�H���L�Q���9�0�Z�D�U�H���(�6�;�L���6�H�U�Y�H�U�����7�K�H���Á�R�Z���R�I���W�K�L�V���R�S�H�U�D�W�L�R�Q���L�V���V�K�R�Z�Q���L�Q���W�K�H���I�R�O�O�R�Z�L�Q�J��
main components in this diagram.

It has three main components: the storage array, the storage provider and VMware 
vCenter Server.

The following is the procedure to add the storage provider to vCenter Server:

1. Log in to vCenter by vSphere Client.

2. Go to Home | Storage Providers.

3. Click on the Add  button.
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4. Input information about the storage vendor name, URL, and credentials.

�9�L�U�W�X�D�O���P�D�F�K�L�Q�H���V�W�R�U�D�J�H���S�U�R�¿�O�H
The storage provider can help the vSphere administrator know the state of the 
physical storage devices and the capabilities on which their virtual machines are 
located. It also helps choose the correct storage in terms of performance and space 
by using virtual machine storage policies. A virtual machine storage policy helps 
�\�R�X���H�Q�V�X�U�H���W�K�D�W���D���Y�L�U�W�X�D�O���P�D�F�K�L�Q�H���J�X�D�U�D�Q�W�H�H�V���D���V�S�H�F�L�À�H�G���O�H�Y�H�O���R�I���S�H�U�I�R�U�P�D�Q�F�H���R�U��
capacity of storage, for example, the SSD/SAS/NL-SAS data store, spindle I/O, 
�D�Q�G���U�H�G�X�Q�G�D�Q�F�\�����%�H�I�R�U�H���\�R�X���G�H�À�Q�H���D���V�W�R�U�D�J�H���S�R�O�L�F�\�����\�R�X���Q�H�H�G���W�R���V�S�H�F�L�I�\���W�K�H���V�W�R�U�D�J�H��
requirement for your application that runs on the virtual machine. It has two types 
�R�I���V�W�R�U�D�J�H���U�H�T�X�L�U�H�P�H�Q�W�����Z�K�L�F�K���L�V���V�W�R�U�D�J�H���Y�H�Q�G�R�U���V�S�H�F�L�À�F���V�W�R�U�D�J�H���F�D�S�D�E�L�O�L�W�\���D�Q�G��
�X�V�H�U���G�H�À�Q�H�G���V�W�R�U�D�J�H���F�D�S�D�E�L�O�L�W�\�����6�W�R�U�D�J�H���Y�H�Q�G�R�U���V�S�H�F�L�À�F���V�W�R�U�D�J�H���F�D�S�D�E�L�O�L�W�\���F�R�P�H�V��
from the storage array. The storage vendor provider informs vCenter Server that it 
can guarantee the use of storage features by �X�V�L�Q�J���V�W�R�U�D�J�H���Y�H�Q�G�R�U���V�S�H�F�L�À�F���V�W�R�U�D�J�H��
�F�D�S�D�E�L�O�L�W�\�����Y�&�H�Q�W�H�U���6�H�U�Y�H�U���D�V�V�L�J�Q�V���Y�H�Q�G�R�U���V�S�H�F�L�À�F���V�W�R�U�D�J�H���F�D�S�D�E�L�O�L�W�\���W�R���H�D�F�K���(�6�;�L��
�G�D�W�D���V�W�R�U�H�����8�V�H�U���G�H�À�Q�H�G���V�W�R�U�D�J�H���F�D�S�D�E�L�O�L�W�\���L�V���W�K�H���R�Q�H���W�K�D�W���\�R�X���F�D�Q���G�H�À�Q�H���D�Q�G���D�V�V�L�J�Q��
�V�W�R�U�D�J�H���S�U�R�À�O�H���W�R���H�D�F�K���(�6�;�L���G�D�W�D�V�W�R�U�H�����7�K�H���I�R�O�O�R�Z�L�Q�J���G�L�D�J�U�D�P���V�K�R�Z�V���W�K�H���D�U�F�K�L�W�H�F�W�X�U�H��
of a virtual machine storage policy.
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In vSphere 5.1/5.5, the name of the storage policy is VM 
�V�W�R�U�D�J�H���S�U�R�À�O�H��

Virtual machine storage policies can include one or more storage capabilities 
and assign to one or more VM. The virtual machine can be checked for storage 
compliance if it is placed on compliant storage. When you migrate, create, or clone  
a virtual machine, you can select the storage policy and apply it to that machine.  
The following procedure shows how to create a storage policy and apply it to a 
�Y�L�U�W�X�D�O���P�D�F�K�L�Q�H���L�Q���Y�6�S�K�H�U�H�����������X�V�L�Q�J���X�V�H�U���G�H�À�Q�H�G���V�W�R�U�D�J�H���F�D�S�D�E�L�O�L�W�\��
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The vSphere ESXi host requires the license edition of Enterprise 
�3�O�X�V���W�R���H�Q�D�E�O�H���W�K�H���9�0���V�W�R�U�D�J�H���S�U�R�À�O�H���I�H�D�W�X�U�H��

�7�K�H���I�R�O�O�R�Z�L�Q�J���S�U�R�F�H�G�X�U�H���L�V���D�G�G�L�Q�J���W�K�H���V�W�R�U�D�J�H���S�U�R�À�O�H���L�Q�W�R���Y�&�H�Q�W�H�U���6�H�U�Y�H�U��

1. Log in to vCenter Server using vSphere Client.

2. Click on the Home button in the top bar, and choose the �9�0���6�W�R�U�D�J�H���3�U�R�À�O�H�V 
button under Management . This screenshot is given for reference:



Chapter 4

[ 77 ]

3. Click on the Manage Storage Capabilities ���E�X�W�W�R�Q���W�R���F�U�H�D�W�H���X�V�H�U���G�H�À�Q�H�G��
storage capability. The following screenshot is given for reference:

4. Click on the Add  button to create the name of the storage capacity, for example, 
SSD Storage , SAS Storage , or NL-SAS Storage . Then click on the Close 
button, as shown in this screenshot:
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5. Click on the �&�U�H�D�W�H���9�0���6�W�R�U�D�J�H���3�U�R�À�O�H button to create the storage policy,  
as shown in the following screenshot:

6. �,�Q�S�X�W���W�K�H���Q�D�P�H���R�I���W�K�H���9�0���V�W�R�U�D�J�H���S�U�R�À�O�H�����D�V���V�K�R�Z�Q���L�Q���W�K�H���I�R�O�O�R�Z�L�Q�J��
screenshot, and then click on the Next ���E�X�W�W�R�Q���W�R���V�H�O�H�F�W���W�K�H���X�V�H�U���G�H�À�Q�H�G��
�V�W�R�U�D�J�H���F�D�S�D�E�L�O�L�W�\�����Z�K�L�F�K���L�V���G�H�À�Q�H�G���L�Q���V�W�H�S���������&�O�L�F�N���R�Q���W�K�H��Finish  button.
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7. �$�V�V�L�J�Q���W�K�H���X�V�H�U���G�H�À�Q�H�G���V�W�R�U�D�J�H���F�D�S�D�E�L�O�L�W�\���W�R���\�R�X�U���V�S�H�F�L�À�H�G���(�6�;�L���G�D�W�D�� 
store. Right-click���R�Q���W�K�H���G�D�W�D���V�W�R�U�H���W�K�D�W���\�R�X���S�O�D�Q���W�R���D�V�V�L�J�Q���W�K�H���X�V�H�U���G�H�À�Q�H�G��
�V�W�R�U�D�J�H���F�D�S�D�E�L�O�L�W�\���W�R�����7�K�L�V���F�D�S�D�E�L�O�L�W�\���L�V���G�H�À�Q�H�G���L�Q���V�W�H�S���������7�K�L�V���V�F�U�H�H�Q�V�K�R�W���L�V��
for reference:

8. �$�I�W�H�U���F�U�H�D�W�L�Q�J���W�K�H���9�0���V�W�R�U�D�J�H���S�U�R�À�O�H�����F�O�L�F�N���R�Q���W�K�H��Enable VM Storage 
�3�U�R�À�O�H�V button. Then click on the Enable���E�X�W�W�R�Q���W�R���H�Q�D�E�O�H���W�K�H���S�U�R�À�O�H�V���� 
The following screenshot shows���(�Q�D�E�O�H���9�0���6�W�R�U�D�J�H���3�U�R�À�O�H�V:
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9. �$�I�W�H�U���H�Q�D�E�O�L�Q�J���W�K�H���9�0���V�W�R�U�D�J�H���S�U�R�À�O�H�����\�R�X���F�D�Q���V�H�H���9�0���6�W�R�U�D�J�H���3�U�R�À�O�H���6�W�D�W�X�V 
as Enabled and Licensing Status  as Licensed, as shown in this screenshot:

10. We have���V�X�F�F�H�V�V�I�X�O�O�\���F�U�H�D�W�H�G���W�K�H���9�0���V�W�R�U�D�J�H���S�U�R�À�O�H�����1�R�Z���Z�H���K�D�Y�H���W�R��
�D�V�V�R�F�L�D�W�H���W�K�H���9�0���V�W�R�U�D�J�H���S�U�R�À�O�H���Z�L�W�K���D���Y�L�U�W�X�D�O���P�D�F�K�L�Q�H�����5�L�J�K�W���F�O�L�F�N���R�Q���D��
�Y�L�U�W�X�D�O���P�D�F�K�L�Q�H���W�K�D�W���\�R�X���S�O�D�Q���W�R���D�S�S�O�\���W�R���W�K�H���9�0���V�W�R�U�D�J�H���S�U�R�À�O�H�����F�K�R�R�V�H�� 
�9�0���6�W�R�U�D�J�H���3�U�R�À�O�H, and then choose �0�D�Q�D�J�H���3�U�R�À�O�H�V.

11. From the drop-down menu of �9�0���6�W�R�U�D�J�H���3�U�R�À�O�H���V�H�O�H�F�W���\�R�X�U���S�U�R�À�O�H�����7�K�H�Q��
you can click on the Propagate to disks button to associate all virtual disks or 
�G�H�F�L�G�H���Z�K�L�F�K���Y�L�U�W�X�D�O���G�L�V�N�V���\�R�X���Z�D�Q�W���W�R���D�V�V�R�F�L�D�W�H���Z�L�W�K���W�K�D�W���S�U�R�À�O�H���E�\���V�H�W�W�L�Q�J��
manually. The following screenshot is for reference. Click on OK .
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12. Finally, you need to check the compliance of �9�0���6�W�R�U�D�J�H���3�U�R�À�O�H on this 
virtual machine. Click on the Home button in the top bar. Then choose the 
�9�0���6�W�R�U�D�J�H���3�U�R�À�O�H�V button under Management . Go to Virtual Machines  
and click on the Check Compliance Now  button. The Compliance Status  
will display Compliant  after compliance checking, as follows:
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Pluggable Storage Architecture  (PSA) exists in the SCSI middle layer of the 
VMkernel storage stack. PSA is used to allow thirty-party storage vendors to use 
�W�K�H�L�U���I�D�L�O�R�Y�H�U���D�Q�G���O�R�D�G���E�D�O�D�Q�F�L�Q�J���W�H�F�K�Q�L�T�X�H�V���I�R�U���W�K�H�L�U���V�S�H�F�L�À�F���V�W�R�U�D�J�H���D�U�U�D�\�����$��
VMware ESXi host uses its multipathing plugin to control the ownership of the 
device path and LUN. The VMware default Multipathing Plugin  (MPP) is called 
VMware Native Multipathing Plugin  (NMP ), which includes two subplugins as 
components: Storage Array Type Plugin  (SATP) and Path Selection Plugin  (PSP). 
SATP is used to handle path failover for a storage array, and PSP is used to issue an 
I/O request to a storage array. The following diagram shows the architecture of PSA:

This table lists the operation tasks of PSA and NMP in the ESXi host:

PSA NMP

Operation tasks Discovers the physical paths Manages the physical path

Handles I/O requests to the 
physical HBA adapter and 
logical devices

Creates, registers, and 
deregisters logical devices

Uses predefined claim rules 
to control storage devices

Selects an optimal physical 
path for the request
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The following is an example of operation of PSA in a VMkernel storage stack:

1. The virtual machine sends out an I/O request to a logical device that is 
managed by the VMware NMP.

2. The NMP requests the PSP to assign to this logical device.

3. The PSP selects a suitable physical path to send the I/O request.

4. When the I/O operation is completed successfully, the NMP reports that the 
I/O operation is complete. If the I/O operation reports an error, the NMP 
calls the SATP.

5. The SATP fails over to the new active path.

6. The PSP selects a new active path from all available paths and continues the 
I/O operation.

The following diagram shows the operation of PSA:
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VMware vSphere provides three options for the path selection policy. These are 
Most Recently Used  (MRU ), Fixed, and Round Robin  (RR). The following table  
lists the advantages and disadvantages of each path:

Path selection �'�H�V�F�U�L�S�W�L�R�Q Advantage �'�L�V�D�G�Y�D�Q�W�D�J�H

MRU The ESXi host selects 
the first preferred 
path at system boot 
time. If this path 
becomes unavailable, 
the ESXi host 
changes to the other 
active path.

You can select your 
preferred path 
manually in the  
ESXi host.

The ESXi host does 
not revert to the 
original path when 
that l path becomes 
available again.

Fixed You can select the 
preferred path 
manually.

The ESXi host 
can revert to the 
original path when 
the preferred path 
becomes available 
again.

If the ESXi host 
cannot select the 
preferred path, it 
selects an available 
preferred path 
randomly.

RR The ESXi host uses 
automatic path 
selection.

The storage I/O 
across all available 
paths and enable 
load balancing across 
all paths.

The storage is 
required to support 
ALUA mode. You 
cannot know which 
path is preferred 
because the storage 
I/O across all 
available paths.

The following is the procedure of changing the path selection policy in an ESXi host:

1. Log in to vCenter Server using vSphere Client.

2. �*�R���W�R���W�K�H���F�R�Q�À�J�X�U�D�W�L�R�Q���R�I���\�R�X�U���V�H�O�H�F�W�H�G���(�6�;�L���K�R�V�W�����F�K�R�R�V�H���W�K�H���G�D�W�D���V�W�R�U�H���W�K�D�W��
�\�R�X���Z�D�Q�W���W�R���F�R�Q�À�J�X�U�H�����D�Q�G���F�O�L�F�N���R�Q���W�K�H��Properties… button. as shown in the 
following screenshot:
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3. Click on the Manage Paths… button, as shown here:
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4. Select the drop-down menu and click on the Change button, as shown in  
this screenshot:

If you plan to deploy a third-party MPP on your ESXi host, 
you need to follow up the storage vendor's instructions for the 
installation, for example, EMC PowerPath/VE for VMware that 
it is a piece of path management software for VMware's vSphere 
server and Microsoft's Hyper-V server. It also can provide load 
balancing and path failover features.
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VMware vSphere Storage DRS
VMware vSphere �6�W�R�U�D�J�H���'�5�6 (�6�'�5�6) is the placement of virtual machines in an 
ESX's data store cluster. According to storage capacity and I/O latency, it is used 
by VMware storage vMotion to migrate the virtual machine to keep the ESX's data 
store in a balanced status that is used to aggregate storage resources, and enable 
the placement of the virtual disk (VMDK) of virtual machine and load balancing of 
�H�[�L�V�W�L�Q�J���Z�R�U�N�O�R�D�G�V�����:�K�D�W���L�V���D���G�D�W�D���V�W�R�U�H���F�O�X�V�W�H�U�"���,�W���L�V���D���F�R�O�O�H�F�W�L�R�Q���R�I���(�6�;�L�
�V���G�D�W�D���V�W�R�U�H�V��
grouped together. The data store cluster is enabled for vSphere SDRS. SDRS can 
work in two modes: manual mode and fully automated mode. If you enable SDRS 
in your environment, when the vSphere administrator creates or migrates a virtual 
�P�D�F�K�L�Q�H�����6�'�5�6���S�O�D�F�H�V���D�O�O���W�K�H���À�O�H�V�����9�0�'�.�����R�I���W�K�L�V���Y�L�U�W�X�D�O���P�D�F�K�L�Q�H���L�Q���W�K�H���V�D�P�H���G�D�W�D��
�V�W�R�U�H���R�U���G�L�I�I�H�U�H�Q�W���D���G�D�W�D���V�W�R�U�H���L�Q���W�K�H���F�O�X�V�W�H�U�����D�F�F�R�U�G�L�Q�J���W�R���W�K�H���6�'�5�6���D�I�À�Q�L�W�\���U�X�O�H�V���R�U��
�D�Q�W�L���D�I�À�Q�L�W�\���U�X�O�H�V�����7�K�H VMware ESXi host cluster has two key features: VMware 
vSphere High Availability  (HA ) and VMware vSphere �'�L�V�W�U�L�E�X�W�H�G���5�H�V�R�X�U�F�H��
Scheduler  (�'�5�6). SDRS is different from the host cluster DRS. The latter is used to 
balance the virtual machine across the ESXi host based on the memory and CPU 
usage. SDRS is used to balance the virtual machine across the SAN storage (ESX's 
data store) based on the storage capacity and IOPS. The following table lists the 
�G�L�I�I�H�U�H�Q�F�H���E�H�W�Z�H�H�Q���6�'�5�6���D�I�À�Q�L�W�\���U�X�O�H�V���D�Q�G���D�Q�W�L���D�I�À�Q�L�W�\���U�X�O�H�V��

�1�D�P�H���R�I���6�'�5�6���U�X�O�H�V �'�H�V�F�U�L�S�W�L�R�Q

VMDK affinity rules This is the default SDRS rule for all 
virtual machines. It keeps each virtual 
machine's VMDKs together on the 
same ESXi data store.
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�1�D�P�H���R�I���6�'�5�6���U�X�O�H�V �'�H�V�F�U�L�S�W�L�R�Q

VMDK anti-affinity rules Keep each virtual machine's VMDKs 
on different  ESXi data stores. You 
can apply this rule into all virtual 
machine's VMDKs or to dedicated 
virtual machine's VMDKs.

VM anti-affinity rules Keep the virtual machine on different 
ESXi data stores. This rule is similar to 
the ESX DRS anti-affinity rules.

The following is the procedure to create a storage DRS in vSphere 5:

1. Log in to vCenter Server using vSphere Client.
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2. Go to home and click on the �'�D�W�D�V�W�R�U�H�V���D�Q�G���'�D�W�D�V�W�R�U�H���&�O�X�V�W�H�U�V button. 
Right-click on the data center and choose �1�H�Z���'�D�W�D�V�W�R�U�H���&�O�X�V�W�H�U, as shown 
in the following screenshot:

3. Input the name of the SDRS and then click on the Next  button.
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4. Choose �6�W�R�U�D�J�H���'�5�6 mode, Manual Mode  and Fully Automated Mode  as 
shown in the next screenshot.

Manual Mode : According to the placement and migration 
recommendation, the placement and migration of the virtual 
machine are executed manually by the user.

Fully Automated Mode : Based on the runtime rules, the 
placement of the virtual machine is executed automatically.
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5. Set up �6�'�5�6���5�X�Q�W�L�P�H���5�X�O�H�V. Then click on the Next  button, as shown here:

�(�Q�D�E�O�H���,���2���P�H�W�U�L�F���I�R�U���6�'�5�6���U�H�F�R�P�P�H�Q�G�D�W�L�R�Q�V is used to enable I/O 
load balancing.

Utilized Space  is the percentage of consumed space allowed before 
the storage DRS executes an action.

I/O Latency  is the percentage of consumed latency allowed before the 
storage DRS executes an action. This setting can execute only if the 
�(�Q�D�E�O�H���,���2���P�H�W�U�L�F���I�R�U���6�'�5�6���U�H�F�R�P�P�H�Q�G�D�W�L�R�Q�V checkbox is selected.

No recommendations until utilization difference between source 
and destination is  is used to configure the space utilization difference 
threshold.

I/O imbalance threshold  is used to define the aggressive of IOPs load 
balancing. This setting can execute only if the Enable I/O metric for 
�6�'�5�6���U�H�F�R�P�P�H�Q�G�D�W�L�R�Q�V checkbox is selected.
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6. Select the ESXi host that is required to create SDRS. Then click on the  
Next  button.

7. Select the data store that is required to join the data store cluster, and click  
on the Next  button to complete.

8. After creating SDRS, go to the vSphere Storage DRS panel on the Summary  
tab of the data store cluster. You can see that �6�W�R�U�D�J�H���'�5�6 is Enabled.

9. On the �6�W�R�U�D�J�H���'�5�6 tab on the data store cluster, it displays the 
recommendation, placement, and reasons. Click on the Apply 
Recommendations  button if you want to apply the recommendations.

Click on the �5�X�Q���6�W�R�U�D�J�H���'�5�6 button if you want to refresh the 
recommendations.

VMware vSphere Storage I/O Control
What is VMware �Y�6�S�K�H�U�H���6�W�R�U�D�J�H���,���2���&�R�Q�W�U�R�O�"���,�W���L�V���X�V�H�G���W�R���F�R�Q�W�U�R�O���L�Q���R�U�G�H�U���W�R��
share and limit the storage of I/O resources, for example, the IOPS. You can control 
the number of storage IOPs allocated to the virtual machine. If a certain virtual 
machine is required to get more storage I/O resources, vSphere Storage I/O Control 
can ensure that that virtual machine can get more storage I/O than other virtual 
machines. The following table shows example of the difference between vSphere 
Storage I/O Control enabled and without vSphere Storage I/O Control:

In this diagram, the VMware 
ESXi Host Cluster  does not have 
vSphere Storage I/O Control. 
VM 2  and VM 5  need to get more 
IOPs, but they can allocate only 
a small amount of I/O resources. 
On the contrary, VM 1  and VM 
�� can allocate a large amount of 
I/O resources. Actually, both 
VMs are required to allocate a 
small amount of IOPs. In this 
case, it wastes and overprovisions 
the storage resources.
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In the diagram to the left, 
vSphere Storage I/O Control 
is enabled  in the ESXi Host 
Cluster . VM 2  and VM 5  are 
required to get more IOPs. They 
can allocate a large amount 
of I/O resources after storage 
I/O control is enabled. VM 1 , 
�9�0����, and �9�0���� are required 
to get a small amount of I/O 
resources, and now these three 
VMs allocate a small amount of 
IOPs. After enabling storage I/O 
control, it helps reduce waste and 
overprovisioning of the storage 
resources.

When you enable VMware vSphere Storage DRS, vSphere Storage 
I/O Control is automatically enabled on the data stores in the data 
store cluster.

The following is the procedure to be carried out to enable vSphere Storage I/O 
control on an ESXi data store, and set up storage I/O shares and limits using  
vSphere Client 5:

1. Log in to vCenter Server using vSphere Client.

2. Go to the �&�R�Q�À�J�X�U�D�W�L�R�Q tab of the ESXi host, select the data store, and then 
click on the Properties… button, as shown in the following screenshot:
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3. Select Enabled under Storage I/O Control , and click on the Close button, as 
shown here:

4. After Storage I/O Control is enabled, you can set up the storage I/O shares 
and limits on the virtual machine. Right-click on the virtual machine and 
select Edit Settings .

5. Click on the Resources tab in the virtual machine properties box, and  
select �'�L�V�N. You can individually set each virtual disk's Shares and Limit  
�À�H�O�G�����O�L�N�H���W�K�L�V��
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By default, all virtual machine shares are set to Normal  and with 
Unlimited  IOPs.

Summary
In this chapter, you learned what VAAI and VASA are. In a vSphere environment, 
�W�K�H���Y�6�S�K�H�U�H���D�G�P�L�Q�L�V�W�U�D�W�R�U���O�H�D�U�Q�H�G���K�R�Z���W�R���F�R�Q�À�J�X�U�H���W�K�H���V�W�R�U�D�J�H���S�U�R�À�O�H���L�Q���Y�&�H�Q�W�H�U��
�6�H�U�Y�H�U���D�Q�G���D�V�V�L�J�Q���W�R���W�K�H���(�6�;�L���G�D�W�D���V�W�R�U�H�����:�H���F�R�Y�H�U�H�G���W�K�H���E�H�Q�H�À�W�V���R�I���Y�6�S�K�H�U�H���6�W�R�U�D�J�H��
I/O Control and vSphere Storage DRS.

In the next chapter, we will see how to monitor the ESXi host's storage performance 
and manage the storage in a vSphere host using the command line. When you  
found that it has a storage performance problem in the vSphere host, we saw how  
to troubleshoot the performance problem, and found out the root cause.
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Optimizing Storage
The utilization and performance of SAN storage can affect the performance of every 
virtual machine in the virtualization environment. The vSphere administrator should 
know how to monitor the host's storage IOPS and troubleshoot performance using 
vSphere tools and the command line. They should also know the property of SAN 
�V�W�R�U�D�J�H���D�Q�G���R�S�H�U�D�W�L�R�Q���Á�R�Z���E�H�W�Z�H�H�Q���W�K�H���Y�6�S�K�H�U�H���K�R�V�W���D�Q�G���6�$�1���V�W�R�U�D�J�H�����7�K�H�Q���W�K�H�\��
can solve performance problems easily.

In this chapter, we will learn:

�‡�� Concepts of storage virtualization

�‡�� Monitoring vSphere storage

�‡�� vSphere storage management using the command line

�‡�� Troubleshooting vSphere storage performance problems

Concepts of storage virtualization
In �&�K�D�S�W�H�U����, �6�W�R�U�D�J�H���6�F�D�O�D�E�L�O�L�W�\, you learned about the advanced features and 
setting of storage in a VMware vSphere environment. In this chapter, you will 
learn how to optimize and monitor vSphere's storage. Firstly, you should know 
the concept of vSphere's storage clearly, and then know how to tune performance 
�R�I���Y�6�S�K�H�U�H�
�V���V�W�R�U�D�J�H�����:�H���N�Q�R�Z���W�K�D�W���W�K�H���À�O�H�V�\�V�W�H�P���R�I���W�K�H���9�0�Z�D�U�H���Y�6�S�K�H�U�H���(�6�;�L��
host is VMFS, which can support most storage protocols, for example, FC, Fibre 
Channel over Ethernet  (FCoE), hardware iSCSI, software iSCSI, and NFS. It has a 
�G�L�I�I�H�U�H�Q�W���F�R�Q�À�J�X�U�D�W�L�R�Q���E�D�V�H�G���R�Q���W�K�H���V�W�R�U�D�J�H���S�U�R�W�R�F�R�O���G�X�U�L�Q�J���W�K�H���Y�6�S�K�H�U�H�
�V���V�W�R�U�D�J�H��
�F�R�Q�À�J�X�U�D�W�L�R�Q�����6�W�R�U�D�J�H���S�H�U�I�R�U�P�D�Q�F�H���S�U�R�E�O�H�P�V���D�U�H���F�D�X�V�H�G���G�X�H���W�R���P�D�Q�\���I�D�F�W�R�U�V����
for example, the hardware (HBA adapter, SAN storage, and SAN switch), RAID 
level, cache size, and queue depth. ESX's path selection policy can directly affect 
the performance of each virtual machine in vSphere environment. For ESX's path 
selection policy, you can refer to �&�K�D�S�W�H�U����, �6�W�R�U�D�J�H���6�F�D�O�D�E�L�O�L�W�\.
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�:�K�H�Q���\�R�X���V�H�W���X�S���\�R�X�U���Y�6�S�K�H�U�H���K�R�V�W���W�R���W�K�H���V�W�R�U�D�J�H���D�U�U�D�\���X�V�L�Q�J���W�K�H���À�E�U�H���F�K�D�Q�Q�H�O��
protocol, HBA is a key component between the vSphere host and storage array. 
QLogic and Emulex HBA is the common branch chosen to be used. What is queuing 
�D�W���W�K�H���K�R�V�W���D�Q�G���V�W�R�U�D�J�H���D�U�U�D�\�"���,�W���F�R�Q�W�U�R�O�V���W�K�H���Q�X�P�E�H�U���R�I���D�F�W�L�Y�H���F�R�P�P�D�Q�G�V���R�Q���D���/�8�1��

�7�K�H���Q�H�[�W���G�L�D�J�U�D�P���O�L�V�W�V���W�K�H���K�L�J�K���O�H�Y�H�O���R�S�H�U�D�W�L�R�Q���Á�R�Z���R�I���W�K�H���Y�6�S�K�H�U�H���K�R�V�W���D�F�F�H�V�V���V�W�R�U�D�J�H��
array. There are two types of queues in a VMware vSphere host; they are the device 
driver queue  and the kernel queue . The device driver queue is used to control the 
number of active commands that can be on a LUN at the same time. A kernel queue 
�L�V���W�K�H���R�Y�H�U�Á�R�Z���T�X�H�X�H���I�R�U���D���G�H�Y�L�F�H���G�U�L�Y�H�U���T�X�H�X�H���D�Q�G���L�W���R�S�W�L�P�L�]�H�V���V�W�R�U�D�J�H�����7�K�H���G�H�Y�L�F�H��
�G�U�L�Y�H�U���T�X�H�X�H���K�D�V���D���F�R�Q�À�J�X�U�D�W�L�R�Q���S�D�U�D�P�H�W�H�U���F�D�O�O�H�G��queue depth  that decides how 
many SCSI commands can be active at one time on a LUN. If the total number of 
outstanding SCSI commands from all virtual machines exceeds this queue depth 
on one ESXi host, the excess SCSI commands are queued in the ESXi VMkernel; this 
increases latency. When the number of active SCSI commands on a LUN is too high, 
queuing occurs in the storage array. To prevent this performance issue, VMware 
�U�H�F�R�P�P�H�Q�G�V���F�R�Q�À�J�X�U�L�Q�J���W�K�H���T�X�H�X�H���G�H�S�W�K���R�I���+�%�$���L�Q���W�K�H���(�6�;�L���K�R�V�W�����7�K�H���G�H�I�D�X�O�W���Y�D�O�X�H��
of queue depth for some brand HBA is 32. If one ESXi host generates more SCSI 
commands to a LUN than this queue depth, it will have performance problems.  
As best practice, the recommended value of queue depth is 64.

Each brand of HBA has a different default value of queue depth. 
You need to verify the vendor of HBA. The default queue depths 
of the QLogic HBA and Emulex HBA are different.
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�7�K�H���I�R�O�O�R�Z�L�Q�J���G�L�D�J�U�D�P���V�K�R�Z�V���W�K�H���K�L�J�K���O�H�Y�H�O���R�S�H�U�D�W�L�R�Q���Á�R�Z���R�I���D���Y�6�S�K�H�U�H���K�R�V�W���D�F�F�H�V�V��
storage array:

After discussing the performance problem with Fibre Channel SAN storage, we will 
discuss iSCSI and NFS SAN storage. Most performance problems in iSCSI and NFS 
are related to the network bottleneck. Make sure that the storage network is isolated 
�I�U�R�P���R�W�K�H�U���Q�H�W�Z�R�U�N�V�����7�K�L�V���L�V���E�H�V�W���S�U�D�F�W�L�F�H���R�I���L�6�&�6�,���D�Q�G���1�)�6���F�R�Q�À�J�X�U�D�W�L�R�Q���L�Q���D�Q���(�6�;�L��
�K�R�V�W�����,�I���\�R�X�U���(�6�;�L���K�R�V�W���K�D�V���H�Q�R�X�J�K���1�,�&���D�G�D�S�W�H�U�V�����Z�H���U�H�F�R�P�P�H�Q�G���W�K�D�W���\�R�X���F�R�Q�À�J�X�U�H��
dual uplinks for the iSCSI or NFS port group in ESX's virtual switch (vSphere 
standard vSwitch and distributed vSwitch).
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For software iSCSI and NFS storage protocols, it is necessary to 
use a CPU resource on the ESXi host.

�9�0�)�6���L�V���D���À�O�H�V�\�V�W�H�P���L�Q���W�K�H VMware vSphere ESXi host. In vSphere 4.x, the 
�À�O�H�V�\�V�W�H�P���R�I���W�K�H���(�6�;���G�D�W�D���V�W�R�U�H���L�V���9�0�)�6�������,�Q���Y�6�S�K�H�U�H�����������D�Q�G���D�E�R�Y�H�����L�W���Z�D�V���X�S�J�U�D�G�H�G��
to VMFS5. VMFS5 can provide performance improvements over VMFS3; for 
example, the maximum ESXi's datastore can be up to 64 TB, and the block size of the 
�À�O�H�V�\�V�W�H�P���F�K�D�Q�J�H�V���W�R�������0�%�����,�I���\�R�X���X�S�J�U�D�G�H���\�R�X�U���Y�6�S�K�H�U�H���K�R�V�W���I�U�R�P���Y�H�U�V�L�R�Q�������[���W�R��
5.x, ESXi's data store upgrade is one part of the upgrade plan. It has one important 
thing during the data store upgrade; a newly created VMFS5 and a VMFS5 system 
�À�O�H���X�S�J�U�D�G�H���D�U�H���G�L�I�I�H�U�H�Q�W�����0�R�V�W���Y�6�S�K�H�U�H���D�G�P�L�Q�L�V�W�U�D�W�R�U�V���P�D�N�H���P�L�V�W�D�N�H�V���K�H�U�H�����,�I���\�R�X��
�X�S�J�U�D�G�H���9�0�)�6�����W�R���9�0�)�6�������L�W���F�R�Q�W�L�Q�X�H�V���W�R���X�V�H���W�K�H���S�U�H�Y�L�R�X�V���À�O�H���E�O�R�F�N���V�L�]�H���������0�%������
During a vSphere upgrade, most vSphere administrators upgrade VMFS3 to VMFS5 
directly if there is no new ESXi's data store as extra. In this situation, the data store 
�X�V�H�V���W�K�H���S�U�H�Y�L�R�X�V���À�O�H���V�L�]�H���������0�%����

In VMFS5, its block size has changed to 1 MB, and it wastes unused disk space when 
�W�K�H�U�H���D�U�H���P�D�Q�\���V�P�D�O�O���À�O�H�V���R�Q���W�K�H���(�6�;�L���G�D�W�D���V�W�R�U�H���L�I���\�R�X���X�S�J�U�D�G�H���9�0�)�6�����W�R���9�0�)�6������
In some hands-on experience, the VMware administrator creates a new data store 
(VMFS5) and then migrates all virtual machines that are running on the VMFS3 data 
store to this new data store, using VMware Storage vMotion.

There are three ways of accessing a virtual disk in a virtual machine: virtual disk in a 
VMFS, physical raw device mapping  (�5�'�0 ), and virtual raw device mapping. Each 
type of virtual disk can give a different kind of performance in a virtual machine. For 
example, if your application has to provide sequential reads/writes for a large I/O 
block size, VMFS is a better choice than RDM. The following table lists the difference 
between a virtual disk in VMFS and RDM:

�'�L�V�N���D�F�F�H�V�V���W�\�S�H I/O characteristic Use case

Virtual disk in a VMFS �‡�� Random reads/writes

�‡�� Sequential reads/
writes at small or 
large I/O block sizes

Not supported in the 
Microsoft Cluster Service 
(MSCS)

Physical RDM �‡�� Random reads/writes

�‡�� Sequential reads/
writes at small I/O 
block sizes

�‡�� Supported in MSCS

�‡�� Not supported for 
creating snapshots 
in physical RDM
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�'�L�V�N���D�F�F�H�V�V���W�\�S�H I/O characteristic Use case

Virtual RDM �‡�� Random reads/writes

�‡�� Sequential reads/
writes at small I/O 
block sizes

�‡�� Supported in MSCS

�‡�� Supported for 
creating snapshots 
in virtual RDM

According to the type of virtual disk in virtual machine is used that has different 
�,���2���S�H�U�I�R�U�P�D�Q�F�H���À�J�X�U�H�����Y�6�S�K�H�U�H���(�6�;�L���K�R�V�W���F�D�Q���V�X�S�S�R�U�W���W�K�U�H�H���W�\�S�H�V���R�I���Y�L�U�W�X�D�O���G�L�V�N�V����
eagerzeroed thick, lazy zeroed thick, and lazy zeroed thin. You can refer to �&�K�D�S�W�H�U����, 
�*�H�W�W�L�Q�J���6�W�D�U�W�H�G���Z�L�W�K���Y�6�S�K�H�U�H���0�D�Q�D�J�H�P�H�Q�W���$�V�V�L�V�W�D�Q�W, for more details.

Monitoring vSphere storage
vSphere performance charts are very useful for monitoring the performance of the 
ESX data store. In a performance chart, by default, you can view the space utilization 
for the data store. It includes two pie charts: By File Type  and By Virtual Machines 
(Top 5)�����7�K�H���À�U�V�W���S�L�H���F�K�D�U�W����By File Type ) can display the portions of space utilized 
by �9�L�U�W�X�D�O���'�L�V�N, Swap Files, Snapshots, Other VM Files , Other �����À�O�H�V�������D�Q�G��Free 
Space. The other pie chart (By Virtual Machines ) can display the space utilization of 
�W�K�H���W�R�S���À�Y�H���Y�L�U�W�X�D�O���P�D�F�K�L�Q�H�V���V�W�R�U�H�G���L�Q���W�K�H���G�D�W�D���V�W�R�U�H�����7�K�H���I�R�O�O�R�Z�L�Q�J���F�K�D�U�W�V�����Z�K�L�F�K���D�U�H��
located under the vSphere Performance tab of each data store, are for your reference:

VMware vSphere performance charts have a lot of statistics metrics that can help you 
identify the storage or disk problem, for example, disk read/write latency, number 
of commands queued, number of active disk commands, and number of aborted disk 
commands. Disk latency is the time taken to complete an I/O request. In a vSphere 
host environment, the I/O request passes from the VMkernel to the physical storage 
device. Disk latency can occur when a lot of SCSI commands are queued, either at 
the VMkernel or at the SAN storage. 
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�6�R�P�H���S�H�U�I�R�U�P�D�Q�F�H���S�U�R�E�O�H�P�V���F�D�Q���H�D�V�L�O�\���E�H���L�G�H�Q�W�L�À�H�G���E�\���P�R�Q�L�W�R�U�L�Q�J���W�K�H���S�K�\�V�L�F�D�O��
device read/write latency metric and the kernel read/write latency metric in the 
vSphere performance charts. The following performance chart is for your reference:

Physical device read/write latency is the average time for the physical 
device to complete an SCSI command. If this value is greater than 15 
milliseconds, we can interpret that the storage array might be slow.

Kernel read/write latency is the average time for which the VMkernel 
runs each SCSI command. For best performance, this value should be 0 
to 1 milliseconds. If it is greater than 4 milliseconds, it means that this 
ESXi host might have performance problem.

If you want to collect detailed information of the read/writes per second of the disk 
in a vSphere host, you can use resxtop/esxtop to monitor it. For the procedure of 
enabling esxtop, you can refer to �&�K�D�S�W�H�U����, �8�V�L�Q�J���W�K�H���9�L�U�W�X�D�O���0�D�F�K�L�Q�H���0�R�Q�L�W�R�U. In the 
following example of the ESXi's storage adapter resource utilization screen, you can 
see the �5�(�$�'�6���V, WRITES/s, �0�%�5�(�$�'���V, and MBWRTN/s  of each storage adapter. 
The sum of �5�(�$�'�6���V and WRITES/s equals to I/O operations/s (IOPs), which is 
a common benchmark for storage. If you want to monitor the throughput, you can 
check the metrics of �0�%�5�(�$�'���V and MBWRTN/s . �0�%�5�(�$�'���V is the number of 
megabytes read per second, and MBWRTN/s  is the number of megabytes written 
per second. The following table gives the details of each metric:
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Metric �'�H�V�F�U�L�S�W�L�R�Q

�5�(�$�'�6���V Number of read commands issued per second

WRITES/s Number of write commands issued per second

�0�%�5�(�$�'���V Megabytes read per second

MBWRTN/s Megabytes written per second

Listed here are some examples of monitoring disk throughput using esxtop . In 
the following example 1, it displays all the I/O metrics of vmhba2 on the following 
screen. You need to ensure that the I/O statistics and �R�Y�H�U�D�O�O���O�D�W�H�Q�F�\���V�W�D�W�L�V�W�L�F�V���À�H�O�G�V��
�D�U�H���V�H�O�H�F�W�H�G�����<�R�X���F�D�Q���À�Q�G���W�K�H���U�H�D�O���W�L�P�H���R�I���5�(�$�'�6���V, WRITES/s, �'�$�9�*���F�P�G, 
KAVG/cmd , �'�$�9�*���U�G, and KAVG/rd . �'�$�9�*���F�P�G is the average response time 
of each command sent to the device in milliseconds, and KAVG/cmd  is the time 
the command spends in the VMkernel. �'�$�9�*���U�G and KAVG/rd  is the read latency 
statistics. The following table gives the details of each metric:

Metric �'�H�V�F�U�L�S�W�L�R�Q

�'�$�9�*���F�P�G The average response time in milliseconds per command 
being sent to the storage device

KAVG/cmd The amount of time the command spends in the VMkernel

�'�$�9�*���U�G The read latency stats in milliseconds per command being 
sent to the storage device

KAVG/rd The read latency time that the command spends in the 
VMkernel

The following is the screenshot for example 1:
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If the value of �'�$�9�*���F�P�G is less than 10, it means that the ESXi host is 
healthy.

If the value of �'�$�9�*���F�P�G is 11 to 20, you should monitor this value 
more frequently.

If the value of �'�$�9�*���F�P�G is greater than 20, it means that that ESXi host 
has a performance problem.

The value of KAVG/cmd  should be close to zero. If this value is greater 
than 1, it means that that ESXi host has a performance problem.

In following example 2, switch to the storage device (path) resource utilization 
�V�F�U�H�H�Q�����<�R�X���Q�H�H�G���W�R���H�Q�V�X�U�H���W�K�D�W���W�K�H���,���2���V�W�D�W�L�V�W�L�F�V���D�Q�G���R�Y�H�U�D�O�O���O�D�W�H�Q�F�\���V�W�D�W�L�V�W�L�F�V���À�H�O�G�V��
�D�U�H���V�H�O�H�F�W�H�G�����<�R�X���F�D�Q���À�Q�G���W�K�H���W�K�U�R�X�J�K�S�X�W���R�I���H�D�F�K���G�H�Y�L�F�H�����7�K�H���I�R�O�O�R�Z�L�Q�J���V�F�U�H�H�Q�V�K�R�W���L�V��
for your reference:

In following example 3, switch to the virtual machine resource screen. You need to 
�H�Q�V�X�U�H���W�K�D�W���W�K�H���,���2���V�W�D�W�L�V�W�L�F�V���D�Q�G���R�Y�H�U�D�O�O���O�D�W�H�Q�F�\���V�W�D�W�L�V�W�L�F�V���À�H�O�G�V���D�U�H���V�H�O�H�F�W�H�G�����<�R�X���Z�L�O�O��
notice that the virtual machine with GID equal to 2058455  is generating about 2.83 
MB per second (MBWRTN/s ), as shown in this screenshot:



Chapter 5

[����������]

In example 4, switch to the ESXi's storage adapter resource utilization screen. You 
will see that this ESXi host doesn't have the kernel latency on KAVG/cmd . The 
kernel latency value of each vmhba is 0.01  milliseconds, which is nearly zero, as 
shown in the following screenshot:

In example 5, switch to the storage device (path) resource utilization screen. There 
are three active I/Os on the ACTV  metric and no I/Os being queued on the �4�8�(�'  
metric, as shown in this screenshot:

vSphere storage management using the 
command line
In this section, you will learn how to manage vSphere storage using the command 
line. During vSphere storage �F�R�Q�À�J�X�U�D�W�L�R�Q�����W�K�H���G�H�W�D�L�O�H�G���L�Q�I�R�U�P�D�W�L�R�Q���D�E�R�X�W���W�K�H��
�+�%�$���D�G�D�S�W�H�U���L�V���Y�H�U�\���L�P�S�R�U�W�D�Q�W�����%�H�I�R�U�H���\�R�X���G�H�À�Q�H���]�R�Q�L�Q�J���R�Q���W�K�H���6�$�1���V�Z�L�W�F�K�����\�R�X��
should know the World Wide Number  (WWN ) of each host bus adapter for the 
�(�6�;�L���K�R�V�W�����7�K�H�Q���\�R�X���F�D�Q���G�H�À�Q�H���W�K�H���]�R�Q�L�Q�J���D�F�F�H�V�V���I�R�U���W�K�H���(�6�;�L���K�R�V�W���D�Q�G���6�$�1���V�W�R�U�D�J�H��
�F�R�U�U�H�F�W�O�\�����7�K�H���:�:�1���L�V���D���X�Q�L�T�X�H���L�G�H�Q�W�L�À�H�U���W�K�D�W���L�V���K�D�U�G�F�R�G�H�G���L�Q���D���)�&���G�H�Y�L�F�H�����7�K�H��
esxcli storage  command is used to manage different storage management tasks. 
For example, you can list the WWN of HBA, list the information of the LUN, manage 
storage paths from the vSphere host, and so on. The following section lists an 
example of storage management tasks using the esxcli storage  commands.

In the following example (which displays the LUNs on ESXi host), you can execute 
an esxcli  command to collect the result, which is given for your reference. You can 
see that this LUN is ���3�$�5�G�D�W�D���)�L�E�U�H���&�K�D�Q�Q�H�O���'�L�V�N and its device name is naa.60
002ac0000000000000000600008e5b. All of this is done using the following esxcli  
command:

esxcli storage core device list
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The output is shown in the following screenshot:

In the next example (which displays information about HBA on the ESXi host), you 
can execute the esxcli command shown to collect the result, which is given for your 
reference. You can���À�Q�G���W�Z�R���+�%�$�V���L�Q�V�W�D�O�O�H�G���R�Q���W�K�L�V���(�6�;�L���K�R�V�W�����,�W���L�V���W�K�H���4�/�R�J�L�F���)�&��
adapter and the WWN of each HBA. The vmhba2 is �4�/�R�J�L�F���&�R�U�S���,�6�3�����������E�D�V�H�G��
8Gb Fibre Channel to PCI Express HBA , and its WWN is ���������������������������I�H����. The 
�Y�P�K�E�D�� is �4�/�R�J�L�F���&�R�U�S���,�6�3�����������E�D�V�H�G�����*�E���)�L�E�U�H���&�K�D�Q�Q�H�O���W�R���3�&�,���(�[�S�U�H�V�V���+�%�$, 
and its WWN is ���������������������������I�H����:

esxcli storage core adapter list
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This example displays information about the vSphere storage path. You can execute 
the following esxcli  command to collect the result, which is given for your 
�U�H�I�H�U�H�Q�F�H�����<�R�X���Z�L�O�O���Q�R�W�L�F�H���W�K�D�W���W�K�H���S�D�W�K���V�W�D�W�X�V���R�I���W�K�L�V���G�H�Y�L�F�H���L�V���D�F�W�L�Y�H�����D�Q�G���À�Q�G���W�K�H��
target WWPN of this device. The adapter WWPN is �������������������������������������I�H������ and the 
target WWPN is �������������������������D�F�����������H�����E:

esxcli storage core path list

The following example lists the devices controlled by VMware NMP. You can 
execute the following esxcli ���F�R�P�P�D�Q�G���W�R���F�R�O�O�H�F�W���W�K�H���I�R�O�O�R�Z�L�Q�J���U�H�V�X�O�W�����<�R�X���F�D�Q���À�Q�G��
out what the path selection policy is that this device is using, this device naa.60002ac
0000000000000000600008e5b is using VMW_PSP_RR (round robin) now:

esxcli storage nmp device list
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In the following example (set the path selection policy for a device), you can execute 
the esxcli  command shown to display the following result, which is given for your 
reference. You can set Path Selection Policy  for a device naa.60002ac00000000000000
00600008e5b���W�R���D���À�[�H�G���S�D�W�K���V�H�O�H�F�W�L�R�Q��

esxcli storage nmp device set --device <device name> --psp VMW_PSP_FIXED

�9�0�:�B�3�6�3�B�)�,�;�(�': Fixed path selection

VMW_PSP_MRU : The most recently used path selection

VMW_PSP_RR: Round robin path selection

There is another very useful command in vSphere shell that is used to collect data at 
the virtual SCSI device level in the kernel. It is the vscsiStats  command. It creates 
ESXi disk I/O workload characterization per virtual disk, and can collect the I/O 
size, seek distance, outstanding I/Os, and latency. Because this command is unaware 
of the storage implementation, we can use it to collect latency statistics for all storage 
�F�R�Q�À�J�X�U�D�W�L�R�Q�V�����7�K�H���I�R�O�O�R�Z�L�Q�J���L�V���W�K�H���S�U�R�F�H�G�X�U�H���I�R�U���F�R�O�O�H�F�W�L�Q�J���D���Y�L�U�W�X�D�O���P�D�F�K�L�Q�H�
�V��
virtual SCSI disk data using the vscsiStats  command:
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1. Suppose I want to collect the redhat6_3  virtual machine's data to list the 
world group ID using the following command. The ID is 3917848 :
vscsiStats -l

The following table lists the details of each option for vscsiStats :

Related options �'�H�V�F�U�L�S�W�L�R�Q

-h Print the usage.

-l List the available virtual machines and their virtual disks.

-r Reset the stats.

-s Start the vscsiStats  collection; exclusion of –x .

-x Stop the vscsiStats  collection; exclusion of –s .

-w Specifies a wordID  to use for this operation.

-i Specifies a vscsi  handleID  to use for this operation.

-p This prints the current histograms for the specified. It may be used 
in conjunction with -w  and -i . The histoType  must be only one 
of these: all , ioLength , seekDistance , outstandingIOs , 
latency , or interarrival .
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2. �$�I�W�H�U���À�Q�G�L�Q�J���W�K�H��world ID, ��������������, start collecting data for that ID using the 
following command:
vscsiStats –s –w 3917848

-s : This option is used to start the vscsiStats  data collection

-w : This option is used to specify the world ID

The collection will automatically stop after about 30 minutes.

3. To display the data collection, use this command:
/usr/lib/vmware/bin/vscsiStats -p all -c

-p : Display histograms and select the histogram type

-c : Display the result, which is separated by a comma

The following result is for your reference. You can change the I/O size, seek 
distance, outstanding I/Os, and latency.
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4. After viewing the data collection, you need to stop it manually and reset 
the counters using the following command, because it will cause some 
performance degradation. The following is the result of stopping data 
collection of the �������������� world ID using this command:

vscsiStats –x –w 3917848

The -x  option is used to stop the vscsiStats  data collection

Troubleshooting vSphere storage 
performance problems
Storage performance problems can be caused by different factors. In most cases, 
problems exist at the storage level, for example, overloaded storage and slow storage. 
We will list the main causes of these two problems. The main cause of overloaded 
storage is that the vSphere administer doesn't know what the IOPs requirement of 
an application that is being run in a virtual machine is, if some application performs 
sequential I/O and another application performs random I/O. The application 
vendor or end user needs to give this information to the vSphere administrator or 
storage administrator. As best practice, don't mix these two different types of I/O in 
the same RAID group, because it will cause some performance degradation. In other 
situations, entry-level storage is the most common cause of performance problems 
in a vSphere environment. It can provide limited disk IOPs, high latency of disk can 
cause performance problems. You can monitor the device latency using vSphere 
performance charts or esxtop/resxtop tools; or you can refer to the previous section.

In the following section, we have listed some examples of performance problems in 
virtual machines.
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First scenario
In scenario 1, some VMware users have found that powering on their virtual 
machine is very slow. It takes more than 4 to 5 minutes to power on. Firstly, you 
might want to check the ESXi host's disk latency in the disk metrics using vSphere 
�S�H�U�I�R�U�P�D�Q�F�H���F�K�D�U�W�V���R�U���H�V�[�W�R�S���U�H�V�[�W�R�S���W�R�R�O�V�����,�I���\�R�X���À�Q�G���W�K�D�W���W�K�H���G�L�V�N���O�D�W�H�Q�F�\���L�V���Y�H�U�\��
�K�L�J�K�����\�R�X���W�K�H�Q���Q�H�H�G���W�R���L�G�H�Q�W�L�I�\���Z�K�H�W�K�H�U���L�W���L�V���D���V�R�I�W�Z�D�U�H���L�V�V�X�H�����F�R�Q�À�J�X�U�D�W�L�R�Q�����R�U���D��
hardware issue. If the ESXi host is connected to the iSCSI storage, you should check 
�W�K�H���F�R�Q�Q�H�F�W�L�R�Q���R�I���W�K�H���V�W�R�U�D�J�H���D�Q�G���W�K�H���(�6�;�L���K�R�V�W�����L�W���P�D�\���E�H���D���V�R�I�W�Z�D�U�H���F�R�Q�À�J�X�U�D�W�L�R�Q��
issue. For details, you can refer to �&�K�D�S�W�H�U����, �7�U�R�X�E�O�H�V�K�R�R�W�L�Q�J���Y�6�S�K�H�U�H���L�6�&�6�,���6�W�R�U�D�J�H. If 
�L�W���L�V���Q�R�W���D���V�R�I�W�Z�D�U�H���F�R�Q�À�J�X�U�D�W�L�R�Q���L�V�V�X�H�����\�R�X���P�L�J�K�W���I�R�F�X�V���R�Q���W�K�H���6�$�1���F�R�Q�À�J�X�U�D�W�L�R�Q��
level. Our recommendation is that you migrate this virtual machine to other data 
stores (LUNs) using storage vMotion, don't mix the high-I/O virtual machine runs 
on the same RAID group, and check the path selection policy of the data store based 
on the storage vendor's recommendation.

Second scenario
In scenario 2, a VMware user has found that the response time of the virtual machine 
suddenly becomes very slow. This behavior might relate to a resource problem. 
Firstly, you need to identify what the status of resource of this virtual machine 
is, and whether it has enough resources for that virtual machine to power on and 
provide enough resource. In most cases, the response time of a virtual machine 
can get slower if the virtual machine is suddenly out of the resources. You need 
to identify whether it is a CPU or physical memory resource issue using vSphere 
performance charts or esxtop/resxtop tools. Our recommendation is to increase the 
resources (CPU and memory) in this virtual machine, and set up the ESX's resource 
pool to control each virtual machine in the vSphere environment.

�6�L�Q�F�H���W�K�H���V�W�R�U�D�J�H���L�Q�I�U�D�V�W�U�X�F�W�X�U�H���K�D�V���D���G�L�I�I�H�U�H�Q�W���F�R�Q�À�J�X�U�D�W�L�R�Q�����S�U�R�Y�L�G�L�Q�J���R�Q�H���S�U�H�I�H�F�W��
�D�Q�G���J�R�R�G���S�H�U�I�R�U�P�D�Q�F�H���V�R�O�X�W�L�R�Q���L�V���G�L�I�À�F�X�O�W�����,�I���\�R�X���Z�D�Q�W���W�R���S�U�R�Y�L�G�H���R�Q�H���J�R�R�G��
performance storage solution for the virtual environment, you need to follow the 
�V�W�R�U�D�J�H���Y�H�Q�G�R�U�
�V���F�R�Q�À�J�X�U�D�W�L�R�Q���U�H�F�R�P�P�H�Q�G�D�W�L�R�Q�V���I�R�U���F�R�Q�À�J�X�U�L�Q�J���W�K�H���Y�6�S�K�H�U�H���K�R�V�W��
connectivity of storage. To optimize storage performance, separate the I/O loading 
�D�F�U�R�V�V���P�X�O�W�L�S�O�H���V�W�R�U�D�J�H���S�U�R�F�H�V�V�R�U�V�����0�D�N�H���V�X�U�H���W�K�D�W���H�D�F�K���Y�6�S�K�H�U�H���K�R�V�W���K�D�V���D���V�X�I�À�F�L�H�Q�W��
number of HBAs to allow maximum throughput. In the rest of the section, we will 
share the best practices for vSphere host connectivity of the storage array. Install 
2 x single-port FC adapters on each vSphere host. 2 x single-port FC adapters are 
better than a 1 x dual-port FC adapter, which is a VMware recommendation. It has 
�U�H�G�X�Q�G�D�Q�F�\���D�W���W�K�H���D�G�D�S�W�H�U���D�Q�G���S�R�U�W���O�H�Y�H�O�V�����7�R���G�H�À�Q�H���]�R�Q�L�Q�J�����\�R�X���F�D�Q���G�H�À�Q�H���W�K�H�������[��
zoning of HBA1, the array's SPA0 and HBA1, and its SPB1 on FC Swtich A . You can 
�D�O�V�R���G�H�À�Q�H���W�K�H���R�W�K�H�U�������[���]�R�Q�L�Q�J���R�I���+�%�$�������W�K�H���D�U�U�D�\�
�V���6�3�$�����D�Q�G���+�%�$�������D�Q�G���L�W�V���6�3�%����
on FC Switch B. Make sure that each HBA can access the storage array. 
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This is single-initiator zoning, which is a VMware recommendation setting. 
�$�F�F�R�U�G�L�Q�J���W�R���W�K�L�V���F�R�Q�À�J�X�U�D�W�L�R�Q�����,���2���O�R�D�G�L�Q�J���F�D�Q���D�F�U�R�V�V���W�K�H���+�%�$���L�Q�W�R���I�R�X�U�� 
logical paths and has load balancing based on the ESXi path selection policy.

The following diagram shows the storage infrastructure; it's for your reference:

In another scenario, the existing SAN switch topology has two large fabrics that 
include two members. As best practice, it is installed 2 x single-port FC adapters on 
�H�D�F�K���Y�6�S�K�H�U�H���K�R�V�W�����'�H�À�Q�H���W�K�H���� x zoning of HBA1, the array's SPA0 and HBA1, its 
SPA1 and HBA1, its SPB0 and HBA1, and only its SPB0 on Fabric A �����7�K�H�Q���G�H�À�Q�H��
the other 4 x zoning of HBA2, the array's SPA2 and HBA2, its SPA3 and HBA2, then 
�L�W�V���6�3�%�����D�Q�G���+�%�$�������D�Q�G���À�Q�D�O�O�\���L�W�V���6�3�%�����R�Q��Fabric B. Make sure that each HBA can 
access the storage array. 
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�$�F�F�R�U�G�L�Q�J���W�R���W�K�L�V���F�R�Q�À�J�X�U�D�W�L�R�Q�����W�K�H���,���2���O�R�D�G�L�Q�J���D�O�V�R���F�D�Q���D�F�U�R�V�V���W�K�H���+�%�$���L�Q�W�R���H�L�J�K�W��
logical paths, and has load balancing based on the ESXi path selection policy.

As VMware's best practice, if the SAN storage is an active-passive 
array, it is recommended that the path selection policy of vSphere be 
MRU. If the SAN storage is active-active array, it is recommended that 
the path selection policy of vSphere be round robin.

�%�H�V�W���S�U�D�F�W�L�F�H�V���D�U�H���D�F�W�X�D�O�O�\���U�H�F�R�P�P�H�Q�G�D�W�L�R�Q�V���I�R�U���F�R�Q�À�J�X�U�D�W�L�R�Q���D�Q�G���R�S�H�U�D�W�L�R�Q�����,�Q���W�K�H��
following section, we have listed the best practices for storage performance:

�‡�� According to the requirement of the application in a virtual machine, 
configure each LUN with the correct RAID level and storage characteristics

�‡�� Do not mix the Fibre Channel or iSCSI HBA from different vendors on the 
same vSphere host

�‡�� Only allow one vmdk file map to one system drive in the virtual machine

�‡�� Install two single ports, Fibre Channel or iSCSI HBA, on each vSphere host

�‡�� Configure the value of queue depth for the HBA based on the vendor's 
recommendation
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�‡�� Create a single VMFS volume per LUN on each vSphere host

�‡�� For performance, define single-initiator zoning on the Fibre Channel Switch

�‡�� Present the same LUN target ID number to all vSphere hosts

�‡�� In SAN configurations, separate the I/O loading over the available path to 
storage devices

Summary
In this chapter, you learned what the concepts of storage virtualization are and how 
to monitor storage metrics using vSphere performance charts and esxtop/resxtop. 
We also covered management of vSphere storage using the command line. Then you 
looked at a list of some scenarios that describe existing performance problems, and 
provided solutions for those performance problems. We also saw what VMware's 
�U�H�F�R�P�P�H�Q�G�H�G���F�R�Q�À�J�X�U�D�W�L�R�Q���I�R�U���W�K�H���V�W�R�U�D�J�H���D�U�U�D�\���D�Q�G���Y�6�S�K�H�U�H���K�R�V�W�V���L�V�����D�F�F�R�U�G�L�Q�J���W�R��
the best practices.

�,�Q���W�K�H���Q�H�[�W���F�K�D�S�W�H�U�����Z�H���Z�L�O�O���V�H�H���K�R�Z���W�R���À�Q�G���W�K�H���O�R�F�D�W�L�R�Q���R�I���9�0�Z�D�U�H���(�6�;�L���D�Q�G��
vCenter, and identify the log used to troubleshoot storage performance problems.
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vSphere Storage 
�&�R�Q�¿�J�X�U�D�W�L�R�Q���6�H�W�W�L�Q�J�V

In the previous chapter, you learned how to handle the problem of storage 
performance using vSphere tools. Now we will go through some troubleshooting 
�S�U�R�F�H�G�X�U�H�V���W�R���W�U�R�X�E�O�H�V�K�R�R�W���W�K�H���S�D�W�K�V���L�Q���Y�6�S�K�H�U�H���K�R�V�W�V�����I�R�U���H�[�D�P�S�O�H�����F�R�Q�À�J�X�U�L�Q�J��
storage path masking. You will also learn where the vSphere storage log is located.

In this chapter, we will cover the following topics:

�‡�� vSphere storage components

�‡�� LUN masking

�‡�� vSphere 5 storage maximums

�‡�� Identifying vSphere log used to troubleshoot storage problem

vSphere storage components
In �&�K�D�S�W�H�U����, �6�W�R�U�D�J�H���6�F�D�O�D�E�L�O�L�W�\, you learned about the Pluggable Storage Architecture  
(PSA), VMware SATP, and VMware PSP. What is the relationship between each 
�F�R�P�S�R�Q�H�Q�W���L�Q���Y�6�S�K�H�U�H���K�R�V�W�V�"���'�X�U�L�Q�J���Y�6�S�K�H�U�H���V�W�R�U�D�J�H���W�U�R�X�E�O�H�V�K�R�R�W�L�Q�J�����\�R�X���V�K�R�X�O�G��
�X�Q�G�H�U�V�W�D�Q�G���W�K�H���G�L�I�I�H�U�H�Q�F�H���E�H�W�Z�H�H�Q���G�H�Y�L�F�H���Q�D�P�H�V�����L�G�H�Q�W�L�À�H�U�V�����D�Q�G���U�X�Q�W�L�P�H���Q�D�P�H�V����
�7�K�H���G�H�Y�L�F�H���Q�D�P�H���F�D�Q���X�V�X�D�O�O�\���E�H���G�H�À�Q�H�G���E�\���W�K�H���Y�6�S�K�H�U�H���D�G�P�L�Q�L�V�W�U�D�W�R�U�����V�W�R�U�D�J�H��
�L�G�H�Q�W�L�À�H�U�V���D�U�H���X�Q�L�T�X�H���,�'�V���D�V�V�R�F�L�D�W�H�G���Z�L�W�K���G�H�Y�L�F�H�V�����D�Q�G���W�K�H���U�X�Q�W�L�P�H���Q�D�P�H���L�V���D���S�D�W�K�����,�Q��
�W�K�H���I�R�O�O�R�Z�L�Q�J���V�F�U�H�H�Q�V�K�R�W�����\�R�X���F�D�Q���V�H�H���Y�6�S�K�H�U�H�
�V���G�D�W�D���V�W�R�U�H���F�R�Q�À�J�X�U�D�W�L�R�Q�����7�K�H�U�H���D�U�H��
�W�Z�R���W�\�S�H�V���R�I���L�G�H�Q�W�L�À�H�U���������[���O�R�F�D�O���G�L�V�N���D�Q�G�������[���)�&���F�K�D�Q�Q�H�O���G�L�V�N�����7�K�H��naa ���L�G�H�Q�W�L�À�H�U���L�V��
established by the Network Address Authority (NAA). 
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�7�K�L�V���L�G�H�Q�W�L�À�H�U���L�V���V�L�P�L�O�D�U���W�R���W�K�H���0�$�&���L�G�H�Q�W�L�À�H�U���L�Q���W�K�H���Q�H�W�Z�R�U�N���L�Q�W�H�U�I�D�F�H���D�G�D�S�W�H�U���� 
In the following screenshot, you can also see two types of drive. One is SAN 
storage's disk, which is labeled Fibre Channel . The other is a local disk. It is labeled 
Block Adapter .

The following screenshot shows LUN, which is the iSCSI LUN ( iSCSI Software 
Adapter ):

Runtime names are basically path names that include an adapter, a channel, a target, 
and an LUN number. These are shown in the following screenshot:
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This table lists the description of each item for Runtime Name :

Term �'�H�V�F�U�L�S�W�L�R�Q

vmhba<n> This is the physical storage HBA adapter on the host.

C<n> This is the storage channel number. Software iSCSI initiators use the 
channel number to show multiple paths to the same target.

T<n> The target number that is shared by different ESXi hosts might not have 
the same target numbers.

L<n> This is the LUN number that shows the location of the LUN with the 
target. This number is provided by the storage array.

LUN masking
LUN masking  can control which LUNs are visible to each vSphere host. This is the 
�R�S�S�R�V�L�W�H���R�I���]�R�Q�L�Q�J�����Z�K�H�U�H���W�K�H���V�W�R�U�D�J�H���D�U�U�D�\���F�R�Q�À�J�X�U�D�W�L�R�Q���G�H�W�H�U�P�L�Q�H�V���Z�K�L�F�K���/�8�1�V��
are visible to a host. This feature allows multiple vSphere hosts to be connected to a 
storage with multiple LUNs, while allowing only one vSphere host, which you specify, 
to see some particular LUNs. This feature is the same as EMC CLARiiON or VNX 
provide LUN masking in the storage group at the array level. You can add the host 
and LUNs to a storage group, and then the host will only be able to see those LUNs.

Here is the GUI meant for providing LUN masking to the Storage Group in the  
EMC array:
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Now we'll go through an example showing how you can operate this on an ESXi 
host. Here is the procedure:

1. �)�L�U�V�W�����Z�H���V�K�R�X�O�G���À�Q�G���R�X�W���Z�K�L�F�K���/�8�1���Z�H���Z�D�Q�W���W�R���P�D�V�N�����:�H���Q�H�H�G���W�R���G�L�V�S�O�D�\��
the LUN with VMFS volumes using the esxcfg-scsidevs –m  command. In 
�W�K�H���I�R�O�O�R�Z�L�Q�J���H�[�D�P�S�O�H�����Z�H���À�Q�G���W�K�H���G�H�Y�L�F�H���,�'�����L�W���V�W�D�U�W�V���Z�L�W�K��naa ). Our device 
ID is naa.60002ac0000000000000000600008e5b .

The -m option displays only the LUN with VMFS volumes.

Option �'�H�V�F�U�L�S�W�L�R�Q

-l List all paths in the system with their detailed information.

-L List all paths with abbreviated information.

-m List all paths with adapter and device mappings.

-b List all devices with their corresponding paths.

-s Set the state for a specific LUN path. This requires the path UID or path 
Runtime Name in.

-G List all multipathing plugins loaded into the system.

-d Used to filter the list commands to display only a specific device.

-r Restore path setting to configured values on system start.

Here is the result that collects the device ID using the esxcfg-scsidevs –m  
command:

2. �$�I�W�H�U���L�G�H�Q�W�L�I�\�L�Q�J���W�K�H���G�H�Y�L�F�H���,�'�����Z�H���K�D�Y�H���W�R���À�Q�G���W�K�H���S�D�W�K�����R�U���S�D�W�K�V�����R�I���W�K�D�W��
LUN using the esxcfg-mpath –L | grep naa.60002ac00000000000000
00600008e5b  command. We can see that there are four paths to this LUN, 
which are C0:T1:L2 , C0:T0:L2 , C0:T1:L2 , and C0:T0:L2 .

The -L  option displays a list of paths for this device ID.
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This screenshot shows collection of the number of paths using the esxcfg-
mpath –L | grep naa.60002ac0000000000000000600008e5b  command:

3. Now we can create a new claim rule for LUN masking. We should check 
what claim rules exist in order not to use an existing claim rule number 
before creating a new claim rule. The following screenshot shows the output 
that displays the existing claim rule using of the esxcli storage core 
claimrule list  command:

4. We can create a new claim rule by any rule number that isn't in the preceding 
list (the new claim rule number is set to 300 in this example). Now let's create 
�W�K�H���Q�H�Z���F�O�D�L�P���U�X�O�H���W�K�H���À�U�V�W���S�D�W�K����C0:T1:L2 , which is on the �Y�P�K�E�D�� adapter 
in the vSphere host. The command is esxcli storage core claimrule 
add -r 300 -t location -A vmhba3 -C 0 -T 1 -L 2 -P MASK_PATH .

-r  option = Claim rule number

-t  option = Indicates which type of matching is used for claim/unclaim 
or claimrule

-A  option = Indicates the adapter of the paths to be used in this operation

-C  option = Indicates the channel of the paths to be used in this operation

-T  option = Indicates the target of the paths to be used in this operation

-L  option = Indicates the LUN of the paths to be used in this operation

-P  option = Indicates which PSA plugin should be used for this operation
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5. Due to this, the LUN that has four paths will still allow the LUN to be seen 
on other paths in the vSphere host. So, we need to mask the other paths. 
We'll use 301/302/303  for the rule number and C0:T0:L2/ C0:T1:L2/ 
C0:T0:L2  as the path. The adapter will still be vmhba3 and vmhba2. Use the 
following commands on the screen:
esxcli storage core claimrule add -r 301 -t location -A vmhba3 -C  
0 -T 0 -L 2 -P MASK_PATH

esxcli storage core claimrule add -r 302 -t location -A vmhba2 -C  
0 -T 1 -L 2 -P MASK_PATH

esxcli storage core claimrule add -r 303 -t location -A vmhba2 -C  
0 -T 0 -L 2 -P MASK_PATH

6. Now you can execute the esxcli  storage core claim rule list again, and you 
will see the new rules, 300/301/302/303 , in the claim rule list. But you will 
notice that the class for these new rules is shown as file , which means that it 
is required to load our new rules into the runtime.
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The following result displays the new claim rule 300/301/302/303  using the 
esxcli storage core claimrule list  command:

7. Load the new claim rule into the runtime using the esxcli storage core 
claimrule load  command. Then we execute the esxcli storage core 
claimrule list  command again. You can see that each new claim rule has 
class displayed as runtime .

The new rule is loaded in /etc/vmware/esx.conf , but it isn't 
loaded into the runtime. You execute the esxcli storage core 
claimrule load  command to replace the current rules in the 
VMkernel with the modified rules from the configuration file.
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The following result shows that each new claim rule has runtime  as its class, 
using the esxcli storage core claimrule list  command:

8. The current path of these LUNs is claimed by the NMP plugin (rule 65535 ). 
We need to disassociate with the NMP plugin and associate with the new 
plugin ( MASK_PATH). The last procedure is to unclaim all paths of that device 
ID (naa.60002ac0000000000000000600008e5b ) and then reclaim them in 
new claim rules using the following commands:

esxcli storage core claiming reclaim –d  
naa.60002ac0000000000000000600008e5b

Execute esxcfg-mpath -L | grep naa.60002ac000000000000000060000
8e5b  again after reclaiming the device. Now it will show 0 path, as shown in 
this screenshot:
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The following is a brief list of commands you will need to run if you want to unmask 
those four paths to that LUN in vSphere host, you can reference as follows:

Steps 1 to 4 remove claimrule  (ID 300 / 301 / 302 / 303 ). Step 5 involves replacement 
�R�I���W�K�H���F�X�U�U�H�Q�W���U�X�O�H�V���L�Q���W�K�H���9�0�N�H�U�Q�H�O���Z�L�W�K���W�K�H���P�R�G�L�À�H�G���U�X�O�H�V���I�U�R�P���W�K�H���F�R�Q�À�J�X�U�D�W�L�R�Q��
�À�O�H�����6�W�H�S�V�������W�R�������D�U�H���X�V�H�G���W�R���F�K�D�Q�J�H���W�K�H���U�X�O�H���D�Q�G���X�Q�F�O�D�L�P���W�K�H���S�D�W�K�V�����6�W�H�S�V���������D�Q�G��������
are used to rescan vmhba3 and vmhba2:

1. esxcli storage core claimrule remove -r 300

2. esxcli storage core clamrule remove -r 301

3. esxcli storage core claimrule remove -r 302

4. esxcli storage core claimrule remove -r 303

5. esxcli storage core claimrule load

6. esxcli storage core claiming unclaim -t location -A vmhba3 -C 0 
-T 1 -L 2

7. esxcli storage core claiming unclaim -t location -A vmhba3 -C 0 
-T 0 -L 2

8. esxcli storage core claiming unclaim -t location -A vmhba2 -C 0 
-T 1 -L 2

9. esxcli storage core claiming unclaim -t location -A vmhba2 -C 0 
-T 0 -L 2

10. esxcli storage core adapter rescan -A vmhba3

11. esxcli storage core adapter rescan -A vmhba2

vSphere 5 storage maximums
�,�Q���V�R�P�H���F�D�V�H�V�����W�K�H���Y�6�S�K�H�U�H���D�G�P�L�Q�L�V�W�U�D�W�R�U���L�V�Q�
�W���D�Z�D�U�H���R�I���W�K�H���P�D�[�L�P�X�P���F�R�Q�À�J�X�U�D�W�L�R�Q��
or limitations of the vSphere storage, for example, the maximum volume size of 
�9�0�)�6���Y�R�O�X�P�H�����R�U���Q�X�P�E�H�U���R�I���W�D�U�J�H�W�V���S�H�U���+�%�$���D�G�D�S�W�H�U�����,�W���J�L�Y�H�V���V�R�P�H���F�R�Q�À�J�X�U�D�W�L�R�Q��
�H�U�U�R�U�V���G�X�U�L�Q�J���Y�6�S�K�H�U�H���V�W�R�U�D�J�H���F�R�Q�À�J�X�U�D�W�L�R�Q�����,�W���K�D�V���D���G�L�I�I�H�U�H�Q�W���P�D�[�L�P�X�P��
�F�R�Q�À�J�X�U�D�W�L�R�Q���D�Q�G���O�L�P�L�W�D�W�L�R�Q���L�Q���H�D�F�K���H�G�L�W�L�R�Q���R�I���Y�6�S�K�H�U�H�����7�K�H���I�R�O�O�R�Z�L�Q�J���W�D�E�O�H���V�K�R�Z�V��
�W�K�H���F�R�P�P�R�Q���P�D�[�L�P�X�P���F�R�Q�À�J�X�U�D�W�L�R�Q���V�H�W�W�L�Q�J�V���L�Q���D���Y�6�S�K�H�U�H�����������K�R�V�W��

Items Maximum

LUNs per ESXi host (FC Channel) 256

LUN size (FC Channel) 64 TB

LUN ID (FC Channel) 255

Number of HBAs of any type (FC Channel) 8
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Items Maximum

HBA ports (FC Channel) 8

Targets per HBA (FC Channel) 256

Raw device mapping size (virtual mode)—VMFS3 2 TB minus 512 
bytes

Raw device mapping size (physical mode)—VMFS3

(Note that if the presented LUN is greater than 2 TB)

2 TB minus 512 
bytes

Block size—VMFS3 8 MB

File size (1 MB block size)—VMFS3 256 GB

File size (2 MB block size)—VMFS3 512 GB

File size (4 MB block size)—VMFS3 1 TB

File size (8 MB block size)—VMFS3 2 TB minus 512 
bytes

Raw device mapping size (physical mode)—VMFS5 64 TB

Raw device mapping size (virtual mode)—VMFS5 2 TB minus 512 
bytes

Block size—VMFS5

(Note that 1 MB is the default block size. Upgraded VMFS5 
volumes will inherit the VMFS3 block size value)

1 MB

File size—VMFS5

(Note that the maximum file size for upgraded VMFS5 is 2 TB 
minus 512 bytes, irrespective of the filesystem block size)

2 TB minus 512 
bytes

For other maximum �F�R�Q�À�J�X�U�D�W�L�R�Q�V���L�Q���H�D�F�K���H�G�L�W�L�R�Q���R�I���Y�6�S�K�H�U�H�����\�R�X���F�D�Q��
refer to the���R�I�À�F�L�D�O���9�0�Z�D�U�H���Z�H�E�V�L�W�H���D�W��http://www.vmware.com/
support/pubs/vsphere-esxi-vcenter-server-pubs.html .

Identifying the vSphere log used to 
troubleshoot a storage problem
In �&�K�D�S�W�H�U����, �*�H�W�W�L�Q�J���6�W�D�U�W�H�G���Z�L�W�K���Y�6�S�K�H�U�H���0�D�Q�D�J�H�P�H�Q�W���$�V�V�L�V�W�D�Q�W, you learned about the 
location of vSphere and vCenter���6�H�U�Y�H�U�
�V���O�R�J�V���D�Q�G���K�R�Z���W�R���H�[�S�R�U�W���W�K�H���E�X�Q�G�O�H���O�R�J���À�O�H����
In most vSphere environments, the system administrator installs one syslog server to 
store the vSphere server's log for any troubleshooting required. 
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You can set up a third-party syslog server (for example, a Linux Syslog server or 
Windows-based Syslog server) or VMware vSphere Syslog Collector. You can also 
set up a vSphere Syslog Collector on the vCenter server, or on a different machine 
that has a network connection with the vCenter Server. The following is the 
installation procedure of the vSphere Syslog Collector on the vCenter Server, which 
is installed on a Windows platform and is not using the vCenter appliance:

1. Select VMware vSphere Syslog Collector  in the VMware vCenter Support 
Tools  menu and click on the Install  button, as shown here:
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2. Accept the license agreement, as shown in this screenshot:

3. �<�R�X���F�D�Q���F�R�Q�À�J�X�U�H���W�K�H���V�L�]�H���R�I���W�K�H���O�R�J���À�O�H���D�Q�G���O�R�J���U�R�W�D�W�L�R�Q�����7�K�H�Q���F�O�L�F�N���R�Q���W�K�H��
Next  button, as shown in the following screenshot:
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4. Select Integrated VMware vCenter Server Installation  and click on the Next  
button, like this:

5. Input the IP Address  of vCenter, its User name, and the Password.  
Then click on the Next  button, as shown in this screenshot:
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6. You can change Syslog Collector Server Port  and Syslog Collector Server 
SSL Port. After that, click on Next , as shown in the following screenshot:

7. Identify the vSphere Syslog Collector  in the network. Then click on the Next  
button. Finally, click on the Install  button.
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8. �$�I�W�H�U���\�R�X���K�D�Y�H���À�Q�L�V�K�H�G���L�Q�V�W�D�O�O�L�Q�J���W�K�H��vSphere Syslog Collector , go to the 
vCenter Server's Windows services. Make sure that the VMware vSphere 
Syslog Collector Service  has started after���À�Q�L�V�K�L�Q�J���W�K�H���L�Q�V�W�D�O�O�D�W�L�R�Q���R�I���W�K�H��
vSphere Syslog Collector .

9. Go to the �&�R�Q�À�J�X�U�D�W�L�R�Q tab of the vSphere host that you plan to collect the 
syslog from. Then choose �6�H�F�X�U�L�W�\���3�U�R�À�O�H. Make sure that the ports of the 
syslog are opened in the Firewall  properties.



�Y�6�S�K�H�U�H���6�W�R�U�D�J�H���&�R�Q�À�J�X�U�D�W�L�R�Q���6�H�W�W�L�Q�J�V

[ 132 ]

10. �&�R�Q�À�J�X�U�H���W�K�H path of syslog in the Advanced Settings  of the vCenter Server. 
Input tcp://<vCenter IP address>:514  in Syslog.global.logDir .

�,�I���W�K�H�U�H���D�U�H���V�R�P�H���À�E�U�H���F�K�D�Q�Q�H�O�
�V�
���D�U�U�D�\���H�U�U�R�U�V���W�K�D�W���D�U�H���O�R�J�J�H�G���W�R���(�6�;�L�����\�R�X���F�D�Q���À�Q�G���W�K�H��
detailed logs in /var/log . You can display all the logs containing SCSI in /var/log  
using the "grep -s SCSI /var/log | more"  command. The following are some of 
the possible warning messages:
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The default settings of vCenter Server logging will only record the normal message 
log. In order to troubleshoot, a detailed log collection method has to be enabled. By 
�I�R�O�O�R�Z�L�Q�J���W�K�H���S�U�R�F�H�G�X�U�H���J�L�Y�H�Q���K�H�U�H�����\�R�X���F�D�Q���F�R�Q�À�J�X�U�H���W�K�H��Verbose setting in the 
logging options in the vCenter Server to collect the detailed log:

1. Go to the vCenter Server Settings  and choose Logging Options . The default 
setting is Information (Normal logging) , as shown here:
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2. Select Verbose in the vCenter Logging  menu, and click on the OK  button. 
The verbose mode setting displays detailed information, errors, warnings, 
and verbose log entries for troubleshooting.

The following table shows the options of the vCenter Server logging list:

Option �'�H�V�F�U�L�S�W�L�R�Q

�1�R�Q�H�����'�L�V�D�E�O�H���O�R�J�J�L�Q�J��Disables logging

Error (Errors only) Displays only error log entries

Warning (Errors and warnings) Displays warning and error log entries

Information (Normal logging) Displays information, error, and warning log entries

Verbose (Verbose) Displays information, error, warning, and verbose 
log entries

Trivia (Trivia) Displays information, error, warning, verbose, and 
trivia log entries

Summary
In this chapter, you learned what a storage component is, for example, the LUN 
�Q�D�P�H�����L�G�H�Q�W�L�À�H�U���Q�D�P�H�����U�X�Q�W�L�P�H���Q�D�P�H�����D�Q�G���V�R���R�Q�����:�H���V�D�Z���K�R�Z���W�R���V�H�W���X�S���/�8�1��
Masking on the vSphere host using the esxcli  commands, and set up the vSphere 
Syslog Collector to collect the ESXi host's log.

In the next chapter, we will see how to analyze the vSphere storage path, and identify 
performance issues with storage using esxtop.
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Analyzing vSphere  
Storage by CLI

In the previous chapter, you learned about storage components, such as the LUN 
�Q�D�P�H�����L�G�H�Q�W�L�À�H�U���Q�D�P�H�����D�Q�G���U�X�Q�W�L�P�H���Q�D�P�H�����K�R�Z���W�R���V�H�W���X�S���/�8�1���P�D�V�N�L�Q�J���L�Q���D���Y�6�S�K�H�U�H��
host using esxcli  commands; and setting up the vSphere Syslog Collector to collect 
�W�K�H���(�6�;�L���K�R�V�W�
�V���O�R�J�����'�X�U�L�Q�J���F�R�Q�À�J�X�U�D�W�L�R�Q���D�Q�G���L�Q�V�W�D�O�O�D�W�L�R�Q�����W�K�H���Y�6�S�K�H�U�H���D�G�P�L�Q�L�V�W�U�D�W�R�U��
may collect some information (such as the WWN of the host bus adapter of 
the vSphere host) and verify the path policy of the vSphere host. Executing the 
command is more convenient than using the vSphere client.

In this chapter, we will cover these topics:

�‡�� Analyzing PSA and multipathing by esxcli

�‡�� Applying VMFS volume copies resignaturing

�‡�� Troubleshooting VMware snapshots and VMFS resignaturing

�‡�� VMFS data store volume unmounting

�‡�� Identifying and tagging SSD devices
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Analyzing PSA and multipathing  
using esxcli
In �&�K�D�S�W�H�U����, �2�S�W�L�P�L�]�L�Q�J���6�W�R�U�D�J�H, we covered some examples of managing vSphere 
storage using esxcli. Now you will learn some more commands used to manage 
vSphere storage in this chapter. First, let's read about a useful command called 
esxcfg-mpath . It is used to list all paths or paths with the HBA adapter and device 
mappings, and so on. In the following screenshot, we can see all the options for the 
esxcfg-mpath  command:

This table lists the description of options of the esxcfg-mpath  command:

Option �'�H�V�F�U�L�S�W�L�R�Q

-l List all the paths on the system, with detailed information about them.

-L List all the paths with abbreviated information.

-m List all the paths with adapter and device mappings.

-b List all the devices, with their corresponding paths.
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Option �'�H�V�F�U�L�S�W�L�R�Q

-s Set the state for a specific LUN path. This requires the path UID or path 
runtime name in path.

-G List all the multipathing plugins loaded into the system.

-d This is used to filter the list commands to display only a specific device.

-r Restore the path setting to configured values upon system startup.

If you want to list all the paths on vSphere with their detailed information—for 
example, the name of the HBA adapter, the WWN of the host adapter, and so  
on—you can execute the esxcfg-mpath -l  command. The following screenshot 
shows the result we get once the command is executed:

If you want to list all the paths with the HBA adapter and device mappings, that 
is, the mapping of each HBA adapter WWPN and target device WWPN, you can 
execute the esxcfg-mpath -b  command. The result you get after execution is  
shown here:
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Let's talk about another useful command, esxcfg-scsidevs . It is used to list all 
paths or paths with the HBA adapter, device mappings, and so on. Listed here are  
all the options for the esxcfg-scsidevs  command:

The following table lists the options description for the esxcfg-scsidevs  command:

Option �'�H�V�F�U�L�S�W�L�R�Q

-l List all logical devices known on this system, with device information

-m Print the mappings for VMFS volumes to their service console partitions and 
vmhba names

-d This is used to filter the –list , --compact-list , and uids  commands to 
limit the output to a specific device

-u List all device unique identifiers with their primary name

-f Print the mappings for VFAT volumes to their service console partitions and 
vmhba names

-a Print HBA devices with their identifying information

-c List all logical devices, each on a single line, with limited information

-A Print a mapping between the HBAs and the devices it provides paths to vSphere 
host

If you want to list all the LUNs on a vSphere host, that is, the device mount point 
and LUN UID, you can execute the esxcfg-scsidevs  command with the -c  option. 
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The result we get after execution is shown in this screenshot:

If you want to list all the mappings of VMFS and HBA names on the vSphere  
host—that is, the device mount point and VMFS volume name—you can execute the 
esxcfg-scsidevs -m  command. The result we get after execution is shown here:

If you want to list the current SATP plugins with their information about the default 
PSP, you can execute the esxcli  command with the s torage nmp satp list  
namespace. The result that we get after execution is shown here.

�<�R�X���F�D�Q���À�Q�G���G�L�I�I�H�U�H�Q�W��SATP plugins in the result shown in the following screenshot, 
for example, VMW_SATP_ALUA , VMW_SATP_EVA , VMW_SATP_CX , and so on:
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This table lists the description of each SATP plugin in the preceding output:

Name �'�H�V�F�U�L�S�W�L�R�Q

VMW_SATP_ALUA VMW_SATP_ALUA  is assigned to a specific storage 
device, but the device is not ALUA aware. No claim rule 
match occurs for this device. The device is claimed by the 
default SATP based on its transport type. Its plugin is not 
loaded into this system.

VMW_SATP_MSA Supports HP MSA arrays. Its plugin is not loaded into 
this system.

�9�0�:�B�6�$�7�3�B�'�(�)�$�8�/�B�$�3 Supports non-specific active/passive arrays. Its plugin is 
not loaded into this system.

VMW_SATP_SVC Supports IBM SVC arrays. Its plugin is not loaded into 
this system.

VMW_SATP_EQL Supports Dell EquaLogic arrays. Its plugin is not loaded 
into this system.

VMW_SATP_INV Supports the EMC Invista array family. Its plugin is not 
loaded into this system.

VMW_SATP_EVA Supports HP EVA arrays. Its plugin is not loaded into 
this system.

VMW_SATP_ALUA_CX Supports EMC CX that do not use the ALUA protocol. Its 
plugin is not loaded into this system.

VMW_SATP_SYMM Supports the EMC Symmetrix array family. Its plugin is 
not loaded into this system.

VMW_SATP_CX Supports EMC CX that do not use the ALUA protocol. Its 
plugin is not loaded into this system.

VMW_SATP_LSI Supports LSI arrays. Its plugin is not loaded into this 
system.

�9�0�:�B�6�$�7�3�B�'�(�)�$�8�/�7�B�$�$ Supports non-specific active/active arrays. Its plugin is 
loaded into this system.

VMW_SATP_LOCAL Supports directly attached devices. Its plugin is loaded 
into this system.
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If you want to change the default path selection policy for any new storage for a 
storage array type plugin, you can execute the esxcli storage nmp satp set -P 
<Default PSP> -s <SATP Name>  command. The result we get after execution is 
shown here:

In this example, changes the default PSP (VMW_PSP_MRU ) associated with a given 
SATP (VMW_SATP_ALUA ) to VMW_PSP_PP.

The following table lists the description of path selection policies (PSP):

Name �'�H�V�F�U�L�S�W�L�R�Q

VMW_PSP_MRU For MRUmode

�9�0�:�B�3�6�3�B�)�,�;�(�' For Fixed mode

VMW_PSP_RR For Round Robin mode
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Preceding vSphere host has only enabled three plugins, that 
is, VMW_SATP_ALUA , �9�0�:�B�6�$�7�3�B�'�(�)�$�8�/�7�B�$�$, and 
VMW_SATP_LOCAL .

It is required to reboot the ESXi/ESX host to apply the changes 
after changing the policy.

Applying VMFS volume copies 
resignaturing
When you create the data store in a vSphere host, the vSphere host mounts the  
data store with an existing signature or assigns a new signature. Each VMFS data 
�V�W�R�U�H���À�O�H�V�\�V�W�H�P���K�D�V���D���X�Q�L�T�X�H���8�8�,�'�����,�Q���W�K�L�V���V�L�W�X�D�W�L�R�Q�����\�R�X���F�D�Q���V�S�H�F�L�I�\���9�0�)�6���E�\��
this option. During a disaster recovery plan, for example, VMware Site Recovery 
Manager, you need to mount the VMFS data store copy with its original UUID and 
the existing signature in the vSphere host on a secondary site. When you mount the 
VMFS data store copy at that site, the original VMFS data store is required to be  
�R�I�Á�L�Q�H at the primary site. Here is the procedure of specifying the data store with  
the existing signature:

1. Log in to vCenter Server using the vSphere Client. Click on the �&�R�Q�À�J�X�U�D�W�L�R�Q 
tab and then on Storage under the Hardware  panel. The result we get after 
execution is shown here:
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2. Select the Add Storage… link and you will get a Add Storage  screen.

3. Then select �'�L�V�N���/�8�1 under Storage Type and click on Next , as shown in 
this screenshot:
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4. Select the LUN that has the data store name displayed in the LUN list, and 
then click on Next , as shown in the following screenshot. In this example, 
select LUN 6 (�Y�P�K�E�D�����&�����7�����/�����������������7�%) which is the data store copy.
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5. Under Mount Options , you can select Keep the existing signature . Click on 
Next . Here is a screenshot showing this, for your reference:

You cannot select this option if the VMFS volume is not 
a data store copy.

6. �2�Q���W�K�H���F�R�P�S�O�H�W�H���S�D�J�H�����\�R�X���F�D�Q���F�K�H�F�N���R�X�W���W�K�H���G�D�W�D���V�W�R�U�H���F�R�Q�À�J�X�U�D�W�L�R�Q��
information and click on Finish .

When you create the VMFS volume by data store resignaturing, ESXi assigns  
a new UUID and new label to that data store copy. This data store is different  
from the original data store. This operation is the same as the disk format on a 
Windows platform.
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Troubleshooting VMware snapshots and 
VMFS resignaturing
You can execute the VMFS resignaturing operation using the esxcfg-volume  
command. Listed here are all the options for this command:

You can list all the VMFS volumes that have been detected as snapshots or replicas 
using the esxcfg-volume  command with the -l ���R�S�W�L�R�Q�����<�R�X���F�D�Q���À�Q�G���R�Q�H��VMFS 
�8�8�,�' , �����H���D���������������������������������E�����F�����I�G���������G��, that has been created as a snapshot, 
as shown in the following screenshot:



Chapter 7

[ 147 ]

The preceding command is used to list the VMFS volumes that 
have been detected as snapshots or replicas in vSphere 4.x.

You need to list the VMFS volume snapshots using the esxcli storage vmfs 
snapshot list  command, if the vSphere host is version 5 or above. The following 
result is for your reference:

If you plan to mount the VMFS volume snapshot, you can execute the operation 
using the esxcli storage vmfs snapshot mount  command. Listed here are all  
the options for esxcli storage vmfs snapshot mount :
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According to the preceding result, to mount the VMDS volume copy that will not be 
automated after reboot, we use this command:

esxcli storage vmfs snapshot mount –n –u "54e2a884-74597529-015b-
2c44fd8309d4"

VMFS DataStore volume unmounting
When you unmount a data store in one vSphere host, make sure that the following 
prerequisites are met:

�‡�� No virtual machines are residing on the data store

�‡�� The data store is not managed by the vSphere storage DRS

�‡�� Storage I/O control is disabled for this data store

�‡�� The data store is not used for vSphere HA heartbeating

�‡�� The data store is not part of a data store cluster
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The following result is the requirement checking during a data store unmount:

Identifying and tagging SSD devices
If you plan to use an SSD device in your vSphere host, ensure that the device is 
tagged as SSD. You can identify it in the vSphere client or using commands. The 
information about the drive type is displayed as �6�6�' in the vSphere client if the 
data store is SSD. Both of the following vSphere hosts have different ESX data store 
�F�R�Q�À�J�X�U�D�W�L�R�Q�V���I�R�U���\�R�X�U���U�H�I�H�U�H�Q�F�H��

This vSphere host has no SSD data store. It has four FC drive data stores, one local 
drive data store, and one NFS data store.
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The following vSphere host has one SSD data store, which is displayed as SSD under 
�'�U�L�Y�H���7�\�S�H. The other data stores are FC drives.

You can also list all storage devices using the following command. The value of Is 
�6�6�' is true. The result shown is for your reference:

# esxcli storage core device list

If the vSphere host cannot automatically identify the storage device as SSD, you 
need to tag the device as SSD using SATP claim rules, that is, the LUN masking 
procedure. For more details of this procedure, you can refer to �&�K�D�S�W�H�U����, �Y�6�S�K�H�U�H��
�6�W�R�U�D�J�H���&�R�Q�À�J�X�U�D�W�L�R�Q���6�H�W�W�L�Q�J�V.
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Here are the instructions for tagging the SSD device:

1. Firstly, identify the device to be tagged and its SATP. You can execute 
the esxcli  command with the storage nmp device list  option. The 
following screenshot shows the result, which is given for your reference:

2. Mark the SATP associated with the device.

3. Add a PSA claim rule to the device as SSD. The following command is given 
for your reference:
# esxcli storage nmp satp rule add -s SATP --device <<device_
name>> --option=enable_ssd

4. Unclaim the device:
# esxcli storage core claiming unclaim --type device --device 
<<device_name>>

5. Reclaim the device by running the following commands:
# esxcli storage core claimrule load

# esxcli storage core claimrule run

6. Check whether the devices are tagged as SSD:

# esxcli storage core device list --device <device_name>
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The value of �,�V���6�6�' for a listed device is true if that device is tagged as SSD.

If the SSD device that you want to tag is shared among multiple 
vSphere hosts, make sure that you tag the device from all the 
hosts that share that device.

Summary
In this chapter, you learned about more commands that are used to manage vSphere 
storage. You also read about the difference between existing VMFS signatures and 
resignaturing, and learned how to collect information about VMware snapshots and 
VMFS resignaturing using the esxcli command. Then we covered the prerequisite 
operation to be performed before data store unmounting in the vSphere host, and 
identifying and tagging SSD devices in a vSphere client.

In the next chapter, we will see how to troubleshoot vSphere FC storage.
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Troubleshooting vSphere  
FC Storage

In the previous chapter, you learned how to troubleshoot storage performance 
problems using vSphere commands. Now we will go through some troubleshooting 
procedures to troubleshoot the Fibre Channel storage, and list some examples 
focusing on FC storage troubleshooting.

In this chapter, you will learn about the following topics:

�‡�� vSphere Fibre Channel storage components

�‡�� vSphere Fibre Channel storage troubleshooting examples

The vSphere Fibre Channel storage 
component
In the previous chapter, we discussed storage troubleshooting by different types of 
common tools in detail. Now we will focus on Fibre Channel storage. So, let's learn 
more about the FC storage architecture. A Fibre Channel storage area network is 
a specialized high-speed network that connects computer systems or host servers 
to high-performance storage subsystems. The SAN's components include host 
�E�X�V���D�G�D�S�W�H�U�V�����+�%�$�V�����L�Q���W�K�H���K�R�V�W���V�H�U�Y�H�U�V�����V�Z�L�W�F�K�H�V���W�K�D�W���K�H�O�S���U�R�X�W�H���V�W�R�U�D�J�H���W�U�D�I�À�F����
cables, storage processors (SPs), and storage disk arrays .A SAN topology with at 
�O�H�D�V�W���R�Q�H���V�Z�L�W�F�K���S�U�H�V�H�Q�W���L�Q���W�K�H���Q�H�W�Z�R�U�N���I�R�U�P�V���D���6�$�1���I�D�E�U�L�F�����7�R���W�U�D�Q�V�I�H�U���W�U�D�I�À�F���I�U�R�P��
host servers to shared storage, the SAN uses the FC protocol, which packages SCSI 
commands into Fibre Channel frames. 
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In the vSphere environment, the FC SAN—as shown in the following diagram—
includes virtual machines, ISO images, and templates in a data store that supports  
16 Gbps throughput:

A vSphere Fibre Channel storage 
troubleshooting example
In the previous chapter, you learned about the Fibre Channel storage architecture. 
Now you will learn how to troubleshoot problems with FC SAN. In FC SAN, general 
problems occur in storage throughput. The general problems that can occur include 
storage throughput and latency in read and write operations. Storage stack, follow 
the stack to troubleshoot the latency, and so on.

The ESX architecture has lots of components. Here, we will see the physical 
components at the bottom: CPU, memory, networking, and storage devices. Then, 
on the upper layer, we have the ESXi VMkernel software layer, and in it, we have 
various components, such as the scheduler that schedules the VMs on the physical 
CPUs, and the memory allocator that divides the physical memory and allocates it 
to the VMs. We also have various drivers for connecting to physical devices, such 
as networking and storage drivers. The most important part of the VMkernel is the 
monitor, which sits right between the VM and the VMkernel. 
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The monitor presents the physical devices as virtual devices to the VM. Then, inside 
the guest operating system, we have the virtual devices that are presented by the 
�(�6�;���P�R�Q�L�W�R�U�����$�I�W�H�U���W�K�D�W�����W�K�H�U�H���D�U�H���Y�D�U�L�R�X�V���G�U�L�Y�H�U�V�����À�O�H�V�\�V�W�H�P�V�����D�Q�G���V�R���R�Q���W�K�D�W���F�R�Q�Q�H�F�W��
and operate with these virtualized devices, in the physical hardware layer as shown 
in the following diagram:

In a vSphere environment, the storage problem of the top issue is generally latency, 
so you need to learn what layers there are in the storage stack and where latency 
can build up. At the topmost layer is the application running in the guest operating 
system. That is ultimately the place where we care about latency the most. This is 
the total amount of latency that the application sees, and it includes the latencies of 
the total storage stack including the guest OS, VMkernel virtualization layers, and 
physical hardware.
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Okay, now Guest Average Latency (GAVG ) is made up of two major components: 
Kernel Average Latency  (KAVG ) and DAVG. DAVG basically means how much 
time is spent on the device from the driver HBA and storage array. KAVG means 
how much time is spent in the ESXi kernel. From ESXi, we see three main latencies 
and these are reported in esxtop and vCenter.

�6�R���K�R�Z���G�R���Z�H���V�H�H���W�K�U�H�H���P�H�W�U�L�F�V�"���:�H�O�O�����W�K�H�\���D�U�H���Y�L�V�L�E�O�H���L�Q���Y�&�H�Q�W�H�U�����,�W���L�V���U�H�F�R�P�P�H�Q�G�H�G��
�W�K�D�W���\�R�X���X�V�H���Y�&�H�Q�W�H�U���D�V���\�R�X�U���À�U�V�W���V�W�R�S���W�R���G�H�E�X�J�J�L�Q�J���D�Q�\���S�U�R�E�O�H�P���R�I���)�&���V�W�R�U�D�J�H���L�Q��
your virtualization environment. vCenter provides nice alarms that will trigger if the 
device latency is too high or if a VM is using a large amount of bandwidth for the 
device. There are also charts that we can use to analyze the values and see historical 
trends. The only thing to be aware of is that vCenter uses a 20-second sample period, 
�V�R���L�W���P�L�J�K�W���P�L�V�V���V�R�P�H���L�Q�W�H�U�P�L�W�W�H�Q�W���S�H�U�I�R�U�P�D�Q�F�H���L�V�V�X�H�V�����E�X�W���L�W���L�V���D���J�R�R�G���À�U�V�W���V�W�D�U�W����
Also, the metrics are set to the static threshold, which may not always indicate an 
actual performance problem. We need to analyze historical data.

VMware also has vRealize operations manager that provide a more robust total view 
of the health of your system, and has the intelligent engine, which relies on dynamic 
�W�K�U�H�V�K�R�O�G�V���W�R���D�Q�D�O�\�]�H���W�K�H���G�D�W�D���D�Q�G���L�G�H�Q�W�L�À�H�V���F�K�D�Q�J�H�G���E�H�K�D�Y�L�R�U�V�����6�R�����W�K�H���)�&���V�W�R�U�D�J�H����
if it has any problems, will show in the GUI in vRealize operations manager. You can 
download the production from the VMware website.
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�Y�5�H�D�O�L�]�H���G�L�V�S�O�D�\�V���W�K�H���:�R�U�N�/�R�D�G���%�D�G�J�H��
Metrics
Now let's learn how to use the vCenter for troubleshooting an FC storage problem.

How can IT admin know that the FC storage has a problem in the virtualization 
�H�Q�Y�L�U�R�Q�P�H�Q�W�"���:�K�H�Q���G�R���W�K�H�\�"���/�H�W�
�V���F�R�Y�H�U���W�K�D�W���K�H�U�H��

As an example, the IT admin will log in to vCenter everyday to check whether any 
�D�O�D�U�P���K�D�V���E�H�H�Q���W�U�L�J�J�H�U�H�G�����D�Q�G���L�I���W�K�H�\���À�Q�G���D���W�U�L�J�J�H�U�����W�K�H�\���Z�L�O�O���O�R�R�N���I�R�U���L�W���D�Q�G���À�Q�G���R�X�W��
what problem has occurred.

First, if we suspect an FC storage problem, we have to log in to vCenter and check 
the events log, as shown here:
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The log shows that the I/O latency has increased. Then we search the website at 
http://kb.vmware.com , as shown in this screenshot:

Now, to troubleshoot the problem, let's follow these steps:

1. Check the log, includes vm-support  bundle, vmkwarining.log , and 
vmkrnel.log .

2. Look for the website kb.vmware.com and then search for a keyword—
storage latency. It will display a similar solution to solve the problem, the 
article ID ��������������, ��������������.

3. Check which job is associated with more I/O is currently running, such as 
�9�0���E�D�F�N�X�S�����/�8�1���U�H�S�O�L�F�D�W�L�R�Q�����N�L�O�O���Y�L�U�X�V�����X�Q�L�À�H�G���S�D�W�F�K���W�R���D�O�O���9�0�V�����D�Q�G���V�R���R�Q��

4. Check when the problem was triggered and for how long. Look for the rate 
of alarm.

5. Check the maximum queue of storage and other SCSI error return values.

6. Check whether only one host or an entire cluster has the problem.

7. Verify the level of the I/O latency.
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Finally, determine the delay was caused by the database system at night time 
�K�R�P�H�Z�R�U�N���W�D�V�N�V�����7�K�L�V���L�V���G�R�Q�H���V�R���W�K�D�W���Z�H���F�D�Q���D�G�M�X�V�W���W�K�H���R�S�H�U�D�W�L�Q�J���W�L�P�H���R�U���P�L�J�U�D�W�H���W�K�H��
other high-workload VM to another host.

The last example covers how to troubleshoot an FC storage problem using the 
vCenter log. This theory needs us to analyze more metrics from vCenter and logs, so 
we will take more time to solve it.

Now let me use another tool, vRealize operations manager, to troubleshoot the FC 
storage problem, and consider the differences between them.

vRealize operations manager is designed to take a holistic approach to analyzing 
all metrics. This gives the ability to monitor large environments without the need to 
track many individual counters. Let's begin our diagnosis by looking at the machine 
details in the vRealize operations manager, as follows:

�)�U�R�P���W�K�H���S�U�H�F�H�G�L�Q�J���E�D�G�J�H�����Z�H���F�D�Q���À�Q�G���W�K�H���I�R�O�O�R�Z�L�Q�J���R�E�V�H�U�Y�D�W�L�R�Q�V���D�E�R�X�W���W�K�H���9�0��

�‡�� The VM is demanding 96 percent, much more than its entitlement

�‡�� Analytics has determined that the disk I/O is much more than normal 
behavior
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Now let's check the behavior of the host disk I/O by double-clicking on the 
workload badge under the related objects.

From the preceding host badge, we can gather these observations in regards  
to the host:

�‡�� The disk I/O demand of the host is 97 percent of its maximum disk capability

�‡�� Analytics has determined that the disk I/O is much above its normal

Next, let's look at �'�D�W�D�V�W�R�U�H:
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From the workload badge of �'�D�W�D�V�W�R�U�H, we can note the following observations:

�‡�� 99 percent of datastore's disk I/O capability is being consumed

�‡�� Analytics has determined that the disk I/O is much heavier than its normal 
behavior

�%�D�V�H�G���R�Q���W�K�H���Z�R�U�N�Á�R�Z���D�Q�G���D�Q�D�O�\�V�L�V�����W�K�L�V���L�V���W�K�H���F�R�Q�F�O�X�V�L�R�Q��

�‡�� There is a throughput problem

�‡�� There are abnormal storage metrics

�‡�� The host is affected with the throughput

�‡�� Datastore is affected with disk I/O

The recommended next action is to distribute the VMS to other data stores.

Summary
In this chapter, you learned about the FC storage stack in a vSphere environment. 
You also came to understand how to use the vCenter and vRealize operations 
manager, and how to troubleshoot the FC storage problem. The difference between 
�W�K�H�V�H���W�Z�R���W�R�R�O�V���L�V���W�K�D�W���Y�&�H�Q�W�H�U���J�L�Y�H�V���W�K�H���V�W�D�W�L�F���P�H�W�U�L�F�V���D�Q�G���F�R�Q�À�U�P�V���W�K�H���S�U�R�E�O�H�P���W�K�D�W��
we need for analysis. vRealize has the smart engine, which will analyze the metrics 
�L�W�V�H�O�I���D�Q�G���V�K�R�Z���X�V���W�K�H���U�R�R�W���F�D�X�V�H�����6�R���Z�K�D�W���L�V���D���Y�H�U�\���X�V�H�I�X�O���W�R�R�O�"

In the next chapter, you will learn how to troubleshoot the vSphere ISCSI storage.

Here are some metrics available with common thresholds that can be referred to,  
in order to troubleshoot any storage problems.

If the virtual disk read latency or write latency is more than 15 ms or 20 ms, then this 
will impact the performance of the VM. If the device's kernel disk command latency 
is more than 1 ms or the physical device command latency is more than 15 ms or  
20 ms, then the host or array will face a base issue.
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Troubleshooting vSphere 
iSCSI Storage

In the previous chapter, you learned how to troubleshoot FC storage problems.  
Now we will go through some procedures used to troubleshoot iSCSI storage,  
and list some examples focusing on iSCSI storage troubleshooting.

In this chapter, you will learn about:

�‡�� vSphere iSCSI storage components

�‡�� vSphere iSCSI storage troubleshooting examples

vSphere iSCSI storage components
In the previous chapter, we discussed the details of FC storage troubleshooting. Now 
we will focus on iSCSI storage, so let's learn more about the iSCSI storage architecture. 
iSCSI, which stands for Internet Small Computer System Interface , works on top 
of the Transport Control Protocol  (TCP) and allows the SCSI command to be sent 
from end to end over local area networks (LANs), wide area networks (WANs), or 
the Internet. It works by transporting block-level data between an iSCSI Initiator on a 
server and an iSCSI target on a storage device. The iSCSI protocol encapsulates SCSI 
commands and assembles the data in packets for the TCP/IP layer. Packets are sent 
over the network using a point-to-point connection. Upon arrival, the iSCSI protocol 
disassembles the packets, separating the SCSI commands so that the OS will see the 
storage as a local SCSI device that can be formatted as usual. Today, some of iSCSI's 
popularity in small- to medium-size businesses (SMBs) has to do with the way server 
virtualization makes use of storage pools. 
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In a virtualized environment, the storage pool is accessible by all the hosts within  
the cluster and the cluster nodes. Nodes communicate with the storage pool over  
the network through the use of the iSCSI protocol. In a vSphere environment,  
iSCSI storage architecture is used to store VM, template, and ISO images, as shown 
in this diagram:

Many users are concerned about performance and compatibility with storage 
networks, so iSCSI SANs took several years to catch up as mainstream alternatives to 
the FC. An FC SAN transmits data without dropping packets, and has traditionally 
supported higher bandwidths, but FC technology is expensive and requires a 
�V�S�H�F�L�D�O�L�]�H�G���V�N�L�O�O���E�D�V�H���W�R���L�Q�V�W�D�O�O���D�Q�G���F�R�Q�À�J�X�U�H���S�U�R�S�H�U�O�\�����$�Q���L�6�&�6�,���6�$�1�����R�Q���W�K�H��
other hand, can be implemented with existing Ethernet network interface cards 
and switches, and run on an existing network. Instead of learning, building, and 
managing two networks—an Ethernet LAN for user communication and an FC SAN 
for storage—an organization can use its existing knowledge and infrastructure for 
both LANs and SANs.
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vSphere iSCSI storage troubleshooting 
examples
In the last section, you learned about the iSCSI storage architecture. Now you will 
learn how to troubleshoot the problems in iSCSI storage. In a vSphere environment, 
the iSCSI storage problem that is �P�R�V�W���D�V�V�R�F�L�D�W�H�G���Z�L�W�K���W�K�H���Q�H�W�Z�R�U�N���F�R�Q�À�J�X�U�D�W�L�R�Q��
settings is that the storage can't connect or the performance does not keep up. In the 
�I�R�O�O�R�Z�L�Q�J���H�[�D�P�S�O�H�����Z�H�
�U�H���J�R�L�Q�J���W�R���O�R�R�N���D�W���L�W��

�7�K�H���(�6�;�L���K�R�V�W���F�D�Q�
�W���D�F�F�H�V�V���W�K�H���L�6�&�6�,���V�W�R�U�D�J�H�����V�R���Z�K�D�W���L�V���W�K�H���S�U�R�E�O�H�P�"

1. First, check whether the ESXi host can see the LUN via this command:
Esxcli storage core path list
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2. Then check whether rescanning for storage has restored the visibility of the 
LUN using the GUI.

3. Next, check whether the ESXi host access IP was stored in the past, and 
whether you �K�D�Y�H���F�K�D�Q�J�H�G���W�K�H���K�R�V�W���F�R�Q�À�J�X�U�D�W�L�R�Q���U�H�F�H�Q�W�O�\��

You can use a bottom-up approach to troubleshoot, as described here.

4. �&�K�H�F�N���I�R�U���W�K�H���L�6�&�6�,���V�W�R�U�D�J�H���9�0�N�H�U�Q�H�O���L�Q�W�H�U�I�D�F�H���F�R�Q�À�J�X�U�D�W�L�R�Q���H�U�U�R�U�V��

5. In the ESXi host, use this command: ping 10.20.20.53  (the iSCSI target).
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If the ping fails, check the IP address for the vmk that accesses the storage as 
shown previously. Ensure that the IP address is correct.

6. Check whether port 3260  is open between the ESXi host and SCSI storage:

 �q Verify that the iSCSI storage array is configured properly and can be 
used normally. Ask the storage admin for support and confirm it.

 �q Verify that the firewall interference is set to deny the iSCSI traffic, 
and ask the network admin for support and to confirm it.

7. Check out iSCSI to know whether the storage initiator is correct:

 �q Verify the name of the iSCSI Initiator

 �q Check whether the iSCSI target address and port number are correct 
or not

 �q Verify if the CHAP setting is correct or not

8. Check out the hardware problem.

9. Then check out the VMware compatibility guide. Verify the iSCSI HBA or 
check whether the iSCSI storage arrays are supported.
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10. Then check whether the ESXi host of the LUN is correct:

 �q Verify all the ESXi hosts of the LUN, and also verify that it is located 
in the same storage group

 �q Check whether the LUN is configured correctly and whether it can be 
used with the ESXi host

 �q Verify that the LUN is not set to read-only mode on the array

 �q Then verify that the ESXi LUN host ID is below 255

If you have followed all these steps but still haven't found any problems, then 
maybe the storage is busy or is disconnected from the host. Now you can just use the 
monitor storage tools for troubleshooting.

In the ESXi Shell console, input this command:

ESXTOP
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In the command window, input the d command and list the storage adapter as 
shown before. Checkout the �'�$�9�* , KAVG , and GAVG  to know whether all the 
metrics are okay or not. Follow the table values shown here:

Summary
In this chapter, you learned about the iSCSI IP storage stack in vSphere 
environments, and how to troubleshoot iSCSI storage problems.

In the next chapter, you will learn how to troubleshoot vSphere NFS storage.
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Troubleshooting vSphere 
NFS Storage

In the previous chapter, you learned how to troubleshoot ISCSI storage problems. Now 
we will go through the procedure of troubleshooting Network File Storage  (NFS) 
storage, and will list some examples that focus on NFS storage troubleshooting.

In this chapter, you will learn about:

�‡�� vSphere NFS storage components

�‡�� A vSphere NFS storage case study

�‡�� A vSphere NFS storage troubleshooting example

vSphere NFS storage components
In the previous chapter, we discussed the details of ISCSI storage troubleshooting. 
Now we will focus on NFS storage, so let's learn more about the NFS storage 
�D�U�F�K�L�W�H�F�W�X�U�H�����1�$�6���G�H�Y�L�F�H�V���D�U�H���V�W�R�U�D�J�H���D�U�U�D�\�V���R�U���J�D�W�H�Z�D�\�V���W�K�D�W���V�X�S�S�R�U�W���À�O�H���E�D�V�H�G��
storage protocols, such as NFS and Common Internet File System  (CIFS), and are 
�W�\�S�L�F�D�O�O�\���F�R�Q�Q�H�F�W�H�G���Y�L�D���D�Q���,�3���Q�H�W�Z�R�U�N�����7�K�H�V�H���À�O�H���E�D�V�H�G���S�U�R�W�R�F�R�O�V���S�U�R�Y�L�G�H���F�O�L�H�Q�W�V��
shared access to storage resources. This centralization of shared storage resources 
reduces management complexity, minimizes stranded disk capacity, improves 
�V�W�R�U�D�J�H���X�W�L�O�L�]�D�W�L�R�Q���U�D�W�H�V�����D�Q�G���H�O�L�P�L�Q�D�W�H�V���À�O�H���V�H�U�Y�H�U���V�S�U�D�Z�O��
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Many customers are expanding the use of NAS to include storage for relational 
databases such as Oracle and MySQL, server virtualization environments such as 
VMware VSphere, and virtual desktop solutions such as VMware Horizon View. In a 
�Y�6�S�K�H�U�H���H�Q�Y�L�U�R�Q�P�H�Q�W�����W�K�H���(�6�;�L���K�R�V�W���V�X�S�S�R�U�W�V���W�K�H���1�)�6���S�U�R�W�R�F�R�O�V�����$�Q���1�)�6���À�O�H�V�\�V�W�H�P��
is located on a NAS device. This device is called the NFS server. The NFS server 
contains one or more directories that are shared with the ESXi host over a TCP/IP 
network. An ESXi host accesses the NFS server via one VMkernel port, as shown in 
the following diagram:

If you want to set up the vSphere ICM lab, just install one Linux server with NFS 
�V�H�U�Y�L�F�H�V���L�Q�V�W�D�O�O�H�G���D�Q�G���F�R�Q�À�J�X�U�H���W�K�H���1�)�6���V�H�U�Y�L�F�H�V�����,�I���\�R�X���D�U�H���U�X�Q�Q�L�Q�J���D���S�U�R�G�X�F�W�L�R�Q��
application, buy storage vendor products, such as Dell, NetApp, HP, and IBM.

A vSphere NFS storage case study
In the previous chapter, you learned about the NFS storage architecture. Now you 
�Z�L�O�O���O�H�D�U�Q���K�R�Z���W�R���F�R�Q�À�J�X�U�H��NFS storage. In the following steps, we will see how to 
mount an NFS data store in ESXi.

Create a new VMkernel port group for IP storage on an already existing virtual 
�V�Z�L�W�F�K�����Y�6�Z�L�W�F�K�������R�U���R�Q���D���Q�H�Z���Y�6�Z�L�W�F�K���Z�K�H�Q���L�W���L�V���F�R�Q�À�J�X�U�H�G�����7�K�H��vSwitch can be a 
vSphere Standard Switch  (VSS) or a �Y�6�S�K�H�U�H���'�L�V�W�U�L�E�X�W�H�G���6�Z�L�W�F�K (�9�'�6 ). You must 
�F�U�H�D�W�H���D���Q�H�Z���9�0�N�H�U�Q�H�O���S�R�U�W���J�U�R�X�S���W�R���F�R�Q�À�J�X�U�H���W�K�H���Y�6�Z�L�W�F�K���I�R�U���,�3���V�W�R�U�D�J�H���D�F�F�H�V�V����
You must also populate the network access information.
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1. Ensure that the NFS client on the vSphere host (or hosts) is enabled. You 
�P�X�V�W���R�S�H�Q���W�K�H���À�U�H�Z�D�O�O���S�R�U�W���I�R�U���W�K�H���1�)�6���F�O�L�H�Q�W���R�Q���D�O�O���K�R�V�W�V���W�R���F�R�Q�À�J�X�U�H���W�K�H��
NFS client on the vSphere host. To check whether the port is open, go to 
the ESXi host manage tab in VMware® vCenter™, select Settings, and then 
select �6�H�F�X�U�L�W�\���3�U�R�À�O�H. Click on Edit  and scroll down to the NFS client, as 
shown in this screenshot:

Configuring NFS client on the vSphere host
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2. �(�Q�V�X�U�H���W�K�D�W���W�K�H���1�)�6���V�W�R�U�D�J�H���L�V���F�R�Q�À�J�X�U�H�G���W�R���H�[�S�R�U�W���D���P�R�X�Q�W���S�R�L�Q�W���D�F�F�H�V�V�L�E�O�H��
to the vSphere hosts on a trusted network. VMware currently supports NFS 
version 3 over TCP only. You must also ensure that the vSphere host has 
root access to the data store. This is typically done on NFS servers using the 
no_root_squash  option in the /etc/exports ���À�O�H�����'�L�I�I�H�U�H�Q�W���V�W�R�U�D�J�H���Y�H�Q�G�R�U�V��
have different methods of enabling this functionality. If you do not grant root 
access, you might still be able to mount the NFS data store on the vSphere 
host. However, you will not be able to create any virtual machines on the 
data store. It will fail with an �X�Q�D�E�O�H���W�R���D�F�F�H�V�V���À�O�H error message. For more 
details on NFS storage options and setup, consider the best practices for 
VMware provided by your storage vendor.

Mounting NFS datastore

To create a highly available NAS architecture, you must avoid single points of 
�I�D�L�O�X�U�H�����7�K�H���E�H�V�W���D�S�S�U�R�D�F�K���L�V���W�R���K�D�Y�H���P�X�O�W�L�S�O�H���1�,�&���D�G�D�S�W�H�U�V���W�K�D�W���D�U�H���F�R�Q�À�J�X�U�H�G���D�V��
NIC teams installed on the ESXi host. Whether to apply a load balancing algorithm 
or not depends on whether your external switches support 802.3ad or you use Cisco 
�V�Z�L�W�F�K�H�V���R�U���(�W�K�H�U�&�K�D�Q�Q�H�O�����1�,�&���W�H�D�P�V���V�K�R�X�O�G���E�H���F�R�Q�À�J�X�U�H�G���R�Q���V�H�S�D�U�D�W�H���H�[�W�H�U�Q�D�O��
�V�Z�L�W�F�K�H�V�����Z�L�W�K���H�D�F�K���1�,�&���S�D�L�U���F�R�Q�À�J�X�U�H�G���D�V a team at the respective external switch.

An even higher level of performance and high availability can be achieved with 
cross-stack EtherChannel-capable switches. With certain network switches, you can 
team ports across two separate physical switches that are managed as one logical 
switch. NIC teaming across virtual switches provides additional resilience, as well as 
some performance optimization. While using LACP or EtherChannel may provide 
additional redundancy, it will not provide any performance gain. VMware will 
�F�U�H�D�W�H���D���V�L�Q�J�O�H���V�H�V�V�L�R�Q���E�H�W�Z�H�H�Q���W�K�H���V�R�X�U�F�H���D�Q�G���W�D�U�J�H�W���,�3���D�G�G�U�H�V�V�����D�Q�G���D�O�O���W�U�D�I�À�F���Z�L�O�O��
cross that single session. To provide additional throughput, multiple TCP sessions 
will need to be created using additional IPs at both the ESXi host and the NAS 
server/appliance.
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A vSphere NFS storage troubleshooting 
example
Most customers use NFS storage to store the virtual machine and ISO. Because it is 
based on IP access, generally, an NFS problem is that the network connection or NFS 
is under the attack of reading and writing. Let's learn two examples; one problem is 
a general error accessing, reading, and writing, and the other problems in the use of 
software backup.

One user wants to use the NFS data store to store the virtual machines, but wants to 
mount. It shows an error message similar to this:

�1�)�6���(�U�U�R�U�����8�Q�D�E�O�H���W�R���F�R�Q�Q�H�F�W���W�R���1�)�6���V�H�U�Y�H�U

�:�$�5�1�,�1�*�����1�)�6���������������&�R�Q�Q�H�F�W���I�D�L�O�H�G���I�R�U���F�O�L�H�Q�W�����[�E���������������V�R�F�N������������������������ 
I/O error

�:�$�5�1�,�1�*�����1�)�6���������������5�3�&���H�U�U�R�U�����������5�3�&���I�D�L�O�H�G�����W�U�\�L�Q�J���W�R���J�H�W���S�R�U�W���I�R�U���0�R�X�Q�W��
�3�U�R�J�U�D�P���������������������9�H�U�V�L�R�Q�����������3�U�R�W�R�F�R�O�����7�&�3�����R�Q���6�H�U�Y�H�U������������������������������

Network cable is unplugged
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�1�R�Z�����K�R�Z���W�R���W�U�R�X�E�O�H�V�K�R�R�W���W�K�H���L�V�V�X�H�"���/�H�W�
�V���I�R�O�O�R�Z���W�K�H���V�W�H�S�V��

1. Check the MTU size on the port group that the NFS VMkernel used. You can 
use the vmkping  command. You can also use the esxcfg-vmknic  command 
to show all vmknic  connection messages. If the MTU size is the same as end 
to end, that's okay,

2. Check the���1�)�6���V�H�U�Y�H�U���D�Q�G���H�Q�V�X�U�H���W�K�D�W���L�W���L�V���D�F�F�H�V�V�L�E�O�H���W�K�U�R�X�J�K���W�K�H���À�U�H�Z�D�O�O����
Follow the suggestion of the storage vendor.

3. Run the netcat  command to verify the NFS server's nfsd  port status.

4. Verify that the NFS host can ping  the VMkernel IP of the ESXi host.

5. Then verify that the storage array is listed in the �+�D�U�G�Z�D�U�H���&�R�P�S�D�W�L�E�L�O�L�W�\���*�X�L�G�H.

6. Verify that the physical hardware functions correctly.

If troubleshooting with the preceding steps does not resolve the issue, collect the 
ESXi host log and send it to the VMware support team.

Another use case is the Veeam software, which shows the error message as follows:

�(�U�U�R�U���G�X�U�L�Q�J���W�K�H���F�R�Q�À�J�X�U�D�W�L�R�Q���R�I���W�K�H���K�R�V�W�����1�)�6���(�U�U�R�U�����8�Q�D�E�O�H���W�R���0�R�X�Q�W���À�O�H�V�\�V�W�H�P����
Unable to connect to NFS server

Then the NFS data store can't mount, and the vPower NFS-based restorations fail.

Now let's troubleshoot this issue:

1. Check whether the Veeam vPower NFS service is running, and if not, start it.

2. Then check whether the Veeam server is connected to the VMkernel port on 
the ESXi host. If not, ask for help from the network team to verify that the 
subnet is okay.

3. Check whether the VMware environment is preventing the NFS data store 
from being mounted, such as the VMkernel ���S�R�U�W���R�Q���W�K�H���(�6�;�L���K�R�V�W���L�V���F�R�Q�À�J�X�U�H�G��
�F�R�U�U�H�F�W�O�\�����R�U���W�K�H���À�U�H�Z�D�O�O���R�Q���W�K�H���(�6�;�L���K�R�V�W���L�V���R�S�H�Q���I�R�U���W�K�H���1�)�6���F�O�L�H�Q�W��

4. Cloud test that you can add another data store. If you can add one, the issue 
is the backup software, so ask the backup software companies' support to 
solve the problem.
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Summary
In this chapter, you learned about NFS storage in a vSphere environment.

The NFS storage problem is similar to ISCSI. Most issues are focused on network 
�F�R�Q�Q�H�F�W�L�Y�L�W�\�����V�R���F�R�Q�À�J�X�U�H���W�K�H���1�)�6���V�W�R�U�D�J�H���D�Q�G���E�H���F�D�U�H�I�X�O���Z�K�L�O�H���V�H�W�W�L�Q�J���W�K�H���Q�H�W�Z�R�U�N����
This lesson is over. By now, you have learned storage troubleshooting on FC, 
ISCSI, and NFS. In the next chapter, we will see how to design storage in a vSphere 
environment. Storage design includes the size of LUN, the IOPS of the data store,  
the multipath algorithm of storage, and more.
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vSphere Storage Design
In the previous chapter, we saw how to troubleshoot different types of storage 
problems. Now we will go through vSphere storage design. The focus will be on 
discussing how to design the storage comfortably within a vSphere environment.

In this chapter, you will learn about:

�‡�� Storage design key points

�‡�� The vSphere storage architecture

�‡�� Getting started with vSphere storage design

Storage design key points
In this chapter, we are going to discuss how to design the storage that meets the 
needs of the business. In general, we purchase storage mainly by considering its high 
�D�Y�D�L�O�D�E�L�O�L�W�\�����S�H�U�I�R�U�P�D�Q�F�H�����F�D�S�D�F�L�W�\�����D�Q�G���F�R�V�W�����6�R���O�H�W�
�V���W�D�O�N���D�E�R�X�W���W�K�H���L�P�S�R�U�W�D�Q�W���I�D�F�W�R�U�V��

�‡�� The high availability of storage is critical. A high availability of storage is 
meant to ensure that in any case—whether the hard disk, controller, link 
switches, or the host's HBA is broken—the storage can still provide resources 
for the host to use and you can access the storage. So, a storage design must 
consider the redundancy of all components. First, hard disk redundancy can 
be achieved according to the demands of the hard disk, the corresponding 
RAID, controller to double alive, the trunk switch to redundancy, and the 
HBA to redundancy so that the entire link is redundant. As different types of 
storage, with greater levels of availability, are factored in, the cost obviously 
rises. However, the importance of availability should be overriding in almost 
any other storage design key points.
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�‡�� Performance is generally less well understood than availability, but it 
has a much greater impact. We can use several metrics, such as input/
output operations per second  (IOPS), MB/s, and latency, to accurately 
measure performance. The idea behind this IOPS calculator is to illustrate 
the importance of choosing the proper RAID and storage type for your 
workload. Once you understand how to measure performance, you can  
use it effectively to underpin a successful storage design.

�‡�� Capacity is what everyone thinks of as the focus of a storage array's principle 
�V�S�H�F�L�À�F�D�W�L�R�Q�V�����&�D�S�D�F�L�W�\���Q�H�H�G�V���W�R���E�H���P�D�Q�D�J�H�G���R�Q���D�Q���R�Q�J�R�L�Q�J���E�D�V�L�V���D�Q�G��
predicted and provisioned as required. The design should also consider the 
capacity of storage according to the application of space need to statistics to 
�G�L�V�N���V�S�D�F�H�����,�I���W�K�H���V�S�D�F�H���L�V���Q�R�W���V�D�W�L�V�À�H�G�����L�W���L�V���D�O�V�R���O�L�N�H�O�\���W�R���D�I�I�H�F�W���W�K�H���E�X�V�L�Q�H�V�V��
negatively. By the way, the design of capacity must also consider the 
development of the business and an emergency environment.

�‡�� �&�R�V�W���F�D�Q���E�H���H�D�V�\���R�U���G�L�I�À�F�X�O�W���W�R���I�D�F�W�R�U���L�Q�����G�H�S�H�Q�G�L�Q�J���R�Q���W�K�H���V�L�W�X�D�W�L�R�Q�����,�Q��
�V�W�R�U�D�J�H���G�H�V�L�J�Q�V�����F�R�V�W���K�D�V���D���Y�H�U�\���E�L�J���H�I�I�H�F�W�����,�I���W�K�H���F�O�L�H�Q�W�V���K�D�Y�H���D���Y�H�U�\���K�L�J�K��
budget, we can follow the best practices of the technology to design the 
storage and achieve the very best design goal. But if the customer's budget 
is limited, we have to balance the requirement from customers and budget 
accordingly. To master the scale of the balance, a simple technique is to meet 
the highest customer requirements with the lowest cost. This is the best 
design solution. Apart from the key points we've discussed, there are other 
storage design considerations, such as watts/IOPS, rack usage, management 
�R�Y�H�U�K�H�D�G�����D�Q�G���Á�H�[�L�E�L�O�L�W�\��

The vSphere storage architecture
Data is what we normally use in operating systems, applications, documents,  
and so on.

�$���Y�L�U�W�X�D�O���P�D�F�K�L�Q�H���L�V���D���S�L�O�H���R�I���G�L�V�F�U�H�W�H���À�O�H�V���H�Q�F�D�S�V�X�O�D�W�H�G���L�Q���W�K�H���I�R�U�P���R�I���W�K�H���I�R�O�G�H�U���D�Q�G��
then stored in the ESXi host's data store.

�$���9�0�Z�D�U�H���(�6�;�L���K�R�V�W�
�V���G�D�W�D���V�W�R�U�H�V���D�U�H���O�R�J�L�F�D�O���F�R�Q�W�D�L�Q�H�U�V���W�K�D�W���K�L�G�H���W�K�H���V�S�H�F�L�À�F�V���R�I��
�H�D�F�K���V�W�R�U�D�J�H���G�H�Y�L�F�H���D�Q�G���S�U�R�Y�L�G�H���D���X�Q�L�I�R�U�P���P�R�G�H�O���I�R�U���V�W�R�U�L�Q�J���Y�L�U�W�X�D�O���P�D�F�K�L�Q�H���À�O�H�V����
Depending on the type of storage that you use, data stores can be formatted with 
�9�0�Z�D�U�H���Y�6�S�K�H�U�H���9�0�)�6�����R�U���P�R�X�Q�W�H�G���Z�L�W�K���D���À�O�H�V�\�V�W�H�P���Y�L�D���W�K�H���1�)�6���S�U�R�W�R�F�R�O��

ESXi supports many more storage types, such as DAS, FC, FCOE, iSCSI, and NAS.
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The DAS, FC, FCOE, and iSCSI storages are based on the block to read and write. 
�0�D�L�Q�O�\�����L�V���I�R�U�P�D�W�W�H�G���I�R�U���W�K�H���9�0�)�6���G�D�W�D���V�W�R�U�H�����7�K�H���1�$�6���L�V���E�D�V�H�G���R�Q���W�K�H���À�O�H���W�R���U�H�D�G��
�D�Q�G���Z�U�L�W�H�����7�K�H���Y�L�U�W�X�D�O���P�D�F�K�L�Q�H�
�V���K�D�U�G���G�L�V�N���L�V���Z�U�L�W�W�H�Q���W�R���W�K�H���Y�L�U�W�X�D�O���G�L�V�N���À�O�H���9�0�'�.����
The virtual machine's operating system, applications, and data, are written to the 
�G�L�V�N���À�O�H�����6�K�D�U�H�G���V�W�R�U�D�J�H���L�V���D���U�H�T�X�L�U�H�P�H�Q�W���I�R�U���D���Y�6�S�K�H�U�H���F�O�X�V�W�H�U�����6�K�D�U�H�G���V�W�R�U�D�J�H��
means that all ESXi hosts in a vSphere cluster can see the same storage LUNs. This 
�L�V���Q�H�F�H�V�V�D�U�\���E�H�F�D�X�V�H���D�O�O���(�6�;�L���K�R�V�W�V���Q�H�H�G���W�R���E�H���D�E�O�H���W�R���D�F�F�H�V�V���W�K�H���À�O�H�V���R�I���W�K�H���Y�L�U�W�X�D�O��
machines that run on top of the vSphere cluster. vSphere features, such as vMotion 
and high availability, work only if shared storage is available to all hosts. If �D���À�O�H���L�V��
�Z�U�L�W�W�H�Q���L�Q���W�K�H���J�X�H�V�W���2�6�����W�K�H���À�O�H���À�U�V�W���Z�U�L�W�H�V���L�Q���W�K�H���R�S�H�U�D�W�L�Q�J���V�\�V�W�H�P���R�I���W�K�H���À�O�H�V�\�V�W�H�P����
�V�X�F�K���D�V���1�7�)�6���R�U���(�[�W�������W�K�H�Q���W�R���W�K�H���(�6�;�L���À�O�H�V�\�V�W�H�P�����D�Q�G���W�K�H�Q���W�R���W�K�H���V�W�R�U�D�J�H���V�\�V�W�H�P����
�7�K�H���À�Q�D�O���G�D�W�D���L�Q�V�W�U�X�F�W�L�R�Q�V���D�U�H���Z�U�L�W�W�H�Q���W�R���W�K�H���S�K�\�V�L�F�D�O���K�D�U�G���G�L�V�N�����7�K�L�V���L�V���W�K�H���Y�6�S�K�H�U�H��
storage infrastructure. Then, based on this architecture, we should consider how to 
design, as shown in the following diagram:

Getting started with vSphere storage 
design
In the previous section, you learned how to use storage in a vSphere environment. 
Now, according to the following rule, we'll design our vSphere storage architecture.

Service-level agreement  (SLA�����G�H�À�Q�H�V���W�K�H���V�W�D�Q�G�D�U�G�����V�W�R�U�D�J�H���G�U�L�Y�H�Q���S�U�R�À�O�H���R�U���Y�L�U�W�X�D�O��
�P�D�F�K�L�Q�H���S�U�R�À�O�H�������/�H�W���W�K�H���Y�L�U�W�X�D�O���P�D�F�K�L�Q�H���V�W�R�U�H���L�Q���W�K�H���V�W�R�U�D�J�H���W�K�D�W���P�H�H�W�V���W�K�H���G�H�P�D�Q�G��
of its need.
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Share storage size – how many datastore 
�U�H�T�X�L�U�H�P�H�Q�W�V���¿�W�"
The most commonly discussed aspect of shared storage (LUN / data store) sizing is 
what limit should be implemented on the number of VMs per data store. The reason 
for limiting this number is to minimize the potential for excessive SCSI locking. Most 
�P�D�L�Q�V�W�U�H�D�P���V�W�R�U�D�J�H���Y�H�Q�G�R�U�V���Z�L�O�O���S�U�R�Y�L�G�H���9�0�Z�D�U�H���V�S�H�F�L�À�F���J�X�L�G�H�O�L�Q�H�V���I�R�U���W�K�L�V���O�L�P�L�W����
�D�Q�G���9�0�Z�D�U�H���U�H�F�R�P�P�H�Q�G�V���D�Q���X�S�S�H�U���O�L�P�L�W���R�I���À�Y�H���W�R���H�L�J�K�W���9�0�V���S�H�U���9�0�)�6�����U�H�J�D�U�G�O�H�V�V��
of the storage platform. In many cases, it is forgotten that the number of VMs per 
�/�8�1���L�V���D�O�V�R���L�Q�Á�X�H�Q�F�H�G���E�\���W�K�H���V�L�]�H���D�Q�G���,���2���U�H�T�X�L�U�H�P�H�Q�W�V���R�I���W�K�H���9�0�����E�X�W���S�H�U�K�D�S�V��
more importantly the selected storage solution and even the disk types.

When considering the number of VMs to place on a single data store, some of the 
following factors should be considered in conjunction with any recommended  
VMs-per-LUN ratio:

�‡�� �7�K�H���D�Y�H�U�D�J�H���9�0���Z�R�U�N�O�R�D�G���S�U�R�À�O�H�����L�Q���S�D�U�W�L�F�X�O�D�U�����W�K�H���D�P�R�X�Q�W���R�I���,���2��

�‡�� �7�K�H���W�\�S�L�F�D�O���9�0���V�L�]�H�����L�Q�F�O�X�G�L�Q�J���F�R�Q�À�J�X�U�D�W�L�R�Q���À�O�H�V�����O�R�J�V�����V�Z�D�S���À�O�H�V���� 
and snapshots)

�‡�� VMFS metadata

�‡�� �7�K�H���V�L�]�H���R�I���W�K�H���/�8�1�����L�Q�F�O�X�G�H���G�H�À�Q�H�G���E�\���W�K�H���9�0���V�L�]�H���D�Q�G���Q�X�P�E�H�U���R�I���9�0�V�� 
per LUN)

Virtual machines per LUN
�:�K�H�Q���W�K�H���9�0���F�R�Q�À�J�X�U�D�W�L�R�Q���L�V���G�H�À�Q�H�G�����Z�R�U�N�L�Q�J���D�V�V�X�P�S�W�L�R�Q�V���F�D�Q���E�H���F�U�H�D�W�H�G��
regarding the number of VMs that can be hosted on a VMFS data store. The sizing 
requirements for data stores are dependent on a lot more than just the VM .vmdk  
�À�O�H�V�����7�K�H���I�R�O�O�R�Z�L�Q�J���O�L�V�W���V�X�P�P�D�U�L�]�H�V���W�K�H���9�0���À�O�H�V���W�K�D�W���D�U�H���N�H�\���W�R���V�L�]�L�Q�J���W�K�H���/�8�1��

�‡�� The .vmss ���À�O�H���L�V���F�U�H�D�W�H�G���Z�K�H�Q���D���9�0���L�V���S�X�W���L�Q�W�R���V�X�V�S�H�Q�V�L�R�Q�����D�Q�G���L�V���X�V�H�G���W�R��
save the suspended state. In essence this is a copy of the VM's memory.

�‡�� The –flat.vmdk ���À�O�H���L�V���D���U�D�Z���G�L�V�N���À�O�H���W�K�D�W���L�V���F�U�H�D�W�H�G���I�R�U���H�D�F�K���Y�L�U�W�X�D�O���G�L�V�N��
allocated to a given VM. It will be of the same size as that of the virtual disks 
added to the VM at the time of creation.

�‡�� The –delta.vmdk ���À�O�H���L�V���D���G�L�I�I�H�U�H�Q�W�L�D�O���G�L�V�N���À�O�H���F�U�H�D�W�H�G���Z�K�H�Q���D���V�Q�D�S�V�K�R�W���R�I���D��
VM is taken. After a snapshot is taken, data is no longer written to the base 
.vmdk ���À�O�H�����,�Q�V�W�H�D�G���F�K�D�Q�J�H�V���D�U�H���Z�U�L�W�W�H�Q���W�R���W�K�H���G�L�I�I�H�U�H�Q�W�L�D�O���G�L�V�N�����$���G�L�I�I�H�U�H�Q�W�L�D�O��
�G�L�V�N���À�O�H���Z�L�O�O���E�H���F�U�H�D�W�H�G���H�Y�H�U�\���W�L�P�H���D���V�Q�D�S�V�K�R�W���L�V���W�D�N�H�Q��
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�‡�� The .vswp ���À�O�H���L�V���D���V�Z�D�S���À�O�H���G�H�G�L�F�D�W�H�G���W�R���D���J�L�Y�H�Q���9�0���W�R���D�O�O�R�Z���I�R�U���P�H�P�R�U�\��
�R�Y�H�U�F�R�P�P�L�W�P�H�Q�W���R�Q���D�Q���(�6�;�L���V�H�U�Y�H�U���K�R�V�W�����7�K�L�V���À�O�H���L�V���F�U�H�D�W�H�G���Z�K�H�Q���D���9�0���L�V��
�S�R�Z�H�U�H�G���R�Q�����D�Q�G���Z�L�O�O���E�H���H�T�X�D�O���L�Q���V�L�]�H���W�R���W�K�H���X�Q�U�H�V�H�U�Y�H�G���P�H�P�R�U�\���F�R�Q�À�J�X�U�H�G��
on the VM. When VMs are created, the default memory reservation is 0 MB. 
Hence, the .vswp ���À�O�H���Z�L�O�O���E�H���H�T�X�D�O���W�R���W�K�H���D�P�R�X�Q�W���R�I���P�H�P�R�U�\���D�O�O�R�F�D�W�H�G���W�R��
�W�K�H���9�0�����,�I���D���9�0���L�V���F�R�Q�À�J�X�U�H�G���Z�L�W�K���D���������������0�%���P�H�P�R�U�\���U�H�V�H�U�Y�D�W�L�R�Q�����W�K�H�Q��
the .vswp ���À�O�H���Z�L�O�O���E�H���H�T�X�D�O���L�Q���V�L�]�H���W�R���W�K�H���D�P�R�X�Q�W���R�I���P�H�P�R�U�\���D�O�O�R�F�D�W�H�G���W�R��
the VM, minus the 1024 MB reservation. It is essential that the size of the 
.vswp ���À�O�H�V���E�H���F�R�Q�V�L�G�H�U�H�G���Z�K�H�Q���G�H�À�Q�L�Q�J���/�8�1���V�L�]�H���U�H�T�X�L�U�H�P�H�Q�W�V�����E�H�F�D�X�V�H���L�I��
�W�K�H�U�H���L�V���L�Q�V�X�I�À�F�L�H�Q�W���V�S�D�F�H���I�R�U���W�K�H�V�H���À�O�H�V���W�R���E�H���F�U�H�D�W�H�G�����W�K�H�Q���W�K�H���9�0���F�D�Q�Q�R�W���E�H��
powered on.

The sum of the �S�U�H�G�L�F�W�H�G���V�L�]�H�V���R�I���D�O�O���R�I���W�K�H�V�H���À�O�H�V���I�R�U���D�Q���D�Y�H�U�D�J�H���9�0���Z�L�W�K�L�Q���D��
vSphere deployment can be multiplied by the number of VMs to be stored per LUN 
to provide an estimate for the required size of an LUN.

For example, one VM has a total need of 50 GB (C:\20GB , D:28GB, Swap 2G) space. 
�,�Q���R�U�G�H�U���W�R���G�H�À�Q�H���W�K�H���P�D�[�L�P�X�P���Q�X�P�E�H�U���R�I���9�0�V���S�H�U���9�0�)�6���G�D�W�D���V�W�R�U�H�����L�W���L�V���Q�H�F�H�V�V�D�U�\��
to consider a number of assumptions or working principles regarding the size of VM 
�À�O�H�V�����,�Q���W�K�L�V���F�D�V�H�����W�K�H���I�R�O�O�R�Z�L�Q�J���S�U�L�Q�F�L�S�O�H�V���V�K�R�X�O�G���E�H���D�G�K�H�U�H�G���W�R��

�‡�� �9�L�U�W�X�D�O���P�D�F�K�L�Q�H���G�L�V�N���À�O�H�V���Z�L�O�O���E�H���E�D�V�H�G���R�Q���W�K�H���P�H�D�Q���X�V�H�G���F�D�S�D�F�L�W�\�������������S�H�U�F�H�Q�W

�‡�� �9�L�U�W�X�D�O���P�D�F�K�L�Q�H���V�Z�D�S���À�O�H�V���Z�L�O�O���E�H���E�D�V�H�G���R�Q���W�K�H���D�O�O�R�F�D�W�H�G���5�$�0

�‡�� �9�L�U�W�X�D�O���P�D�F�K�L�Q�H���F�R�Q�À�J�X�U�D�W�L�R�Q���D�Q�G���O�R�J���À�O�H�V���Z�L�O�O���U�H�P�D�L�Q���X�Q�G�H�U�������*�%

�‡�� Virtual machine snapshots will include up to 20 percent changes and not 
exceed 7 days in age

�‡�� No more than three concurrent snapshots per VMFS data store

�‡�� Virtual machines will not be suspended

�‡�� Safety margin of 20 percent

An often used method to come up with a generic LUN size is the following equation:

�P�D�[�$�P�R�X�Q�W�2�I�9�0�V��� ���/�8�1�V�L�]�H�����������D�Y�J�6�L�]�H���������������������D�Y�J�0�(�0�6�L�]�H��

�D�Y�J�6�L�]�H��� ���������*�%

�D�Y�J�0�(�0�6�L�]�H��� �������*�%

�9�0�6�L�]�H������� �������D�Y�J�6�L�]�H���������������������D�Y�J�0�(�0�6�L�]�H����� ���������*�%

The preceding reference is the recommended one. Some cases 
need consideration of your environment.
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�'�D�W�D�V�W�R�U�H���W�\�S�H�V���±���K�R�Z���P�D�Q�\���W�\�S�H�V���¿�W���\�R�X�U��
environment?
VMware, NetApp, and EMC recommend that an application with high I/O 
requirements or one that is sensitive to latency variation requires a storage design 
that focuses on a particular VM, and it should be isolated from other datasets. 
Ideally, the data will reside on a VMDK stored on a data store that is connected to 
multiple ESX servers, yet is only accessed by a single VM. So, we need to consider 
how many data stores are needed.

These are the types of data stores. Follow your environment for this example:

�‡�� Production VM : Tier 1 VM, Tier 2 VM, Tier 3 VM, and single VM. Each Tier 
may have multiple data stores.

�‡�� IT VM : For example, controller VM

�‡�� Staging VM  :From a P2V process or moving from non-production to 
production.

�‡�� Isolated VM : Test or DMZ.

�‡�� Template and ISO : Installer image—about 500 GB.

�‡�� �'�H�V�N�W�R�S���9�0: Mostly local data store on an ESXi host, backed by SSD.

�‡�� SRM placeholder : A VMware SRM solution—about 10 GB.

You should always know where a key VM is stored. Data store corruption, although 
rare, is possible.

�����G�D�W�D���V�W�R�U�H��� �������/�8�1

Here are some other rules:

�‡�� Use thin provisioning at the array level, not the ESXi level. If you want to  
use it at the ESXi level, set up an alarm at the data store.

�‡�� Separate production and non-production. Add a process to migrate  
to production.

�‡�� �7�K�H���5�$�,�'���O�H�Y�H�O���G�R�H�V���Q�R�W���P�D�W�W�H�U���P�X�F�K���L�I���W�K�H���D�U�U�D�\���K�D�V���V�X�I�À�F�L�H�Q�W���F�D�F�K�H�� 
(with the battery backed, obviously).

�‡�� �7�K�H�U�H���V�K�R�X�O�G���E�H���������S�H�U�F�H�Q�W���I�U�H�H���F�D�S�D�F�L�W�\���I�R�U���9�0���V�Z�D�S���À�O�H�V�����V�Q�D�S�V�K�R�W�V���� 
logs, thin volume growth, and storage vMotion (interior).
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Storage I/O Control – is it needed to enable the 
feature?
SIOC monitors the latency of I/Os to data stores at each ESXi host sharing that device. 
When the average normalized data store latency exceeds a set threshold (30 ms by 
default), the data store is considered to be congested, and SIOC steps in to distribute 
the available storage resources to the virtual machines in proportion to their share. This 
is done to ensure that low-priority workloads do not monopolize or reduce the I/O 
bandwidth of high-priority workloads. SIOC accomplishes this by throttling back the 
storage access of low-priority virtual machines by reducing the number of I/O queue 
slots available for them. Depending on the mixture of virtual machines running on 
each ESXi server and the relative I/O shares they have, SIOC may need to reduce the 
number of device queue slots that are available on a given ESXi server.

Storage I/O Control is enabled. This allows cluster-wide storage I/O prioritization, 
providing the ability to control the amount of storage I/O that is allocated to the 
virtual machines during periods of I/O congestion. The shares are set per virtual 
machine and can be adjusted for each virtual machine based on the requirement. 
Even when no shares or limits are set per virtual machine, enabling Storage I/O 
Control will ensure that all VMs on a particular data store play fair in the event of  
a contention. This is true even if those VMs are running on different hosts.

A Shared I/O Control settings explanation
Following are the explanation points for Shared I/O Control:

�‡�� Storage I/O enabled : Storage I/O is enabled per data store. Navigate to 
�&�R�Q�À�J�X�U�D�W�L�R�Q tab | Properties to verify that the feature has been enabled.

�‡�� Storage I/O shares: Storage I/O shares are similar to VMware CPU and 
�P�H�P�R�U�\���V�K�D�U�H�V�����6�K�D�U�H�V���G�H�À�Q�H���W�K�H���K�L�H�U�D�U�F�K�\���R�I���W�K�H���Y�L�U�W�X�D�O���P�D�F�K�L�Q�H�V���I�R�U��
distribution of storage I/O resources during periods of I/O congestion. 
Virtual machines with higher shares have higher throughput and  
lower latency.

�‡�� Limit IOPs : By default, unlimited IOPs are allowed for a virtual machine. 
By allocating storage I/O resources, you limit the IOPs allowed to a virtual 
machine. If a virtual machine has multiple disks, you must set the same  
IOPs value for all the disks that access that virtual machine.
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It is recommended that you use Storage I/O Control shares over limits  
whenever possible.

Storage IO Control is at the data store level, and there is no 
control at the RDM level.

vStorage APIs for Array Integration
vStorage APIs for Array Integration is a feature introduced in ESX/ESXi 4.1 that 
�S�U�R�Y�L�G�H�V���W�K�H���K�D�U�G�Z�D�U�H���D�F�F�H�O�H�U�D�W�L�R�Q���I�X�Q�F�W�L�R�Q�D�O�L�W�\�����,�W���H�Q�D�E�O�H�V���\�R�X�U���K�R�V�W���W�R���R�I�Á�R�D�G��
�V�S�H�F�L�À�F���Y�L�U�W�X�D�O���P�D�F�K�L�Q�H�V���D�Q�G���V�W�R�U�D�J�H���P�D�Q�D�J�H�P�H�Q�W���R�S�H�U�D�W�L�R�Q�V���W�R���W�K�H���F�R�P�S�O�L�D�Q�W��
storage hardware. With storage hardware assistance, your host performs these 
operations faster and consumes less CPU, memory, and storage fabric bandwidth. 
The following are the fundamental operations that VAAI helps improve. The main 
functions of these three are also given:

�‡�� �+�D�U�G�Z�D�U�H���R�I�Á�R�D�G�H�G���F�R�S�\���X�S: This can provide up to 10 times faster VM 
�G�H�S�O�R�\�P�H�Q�W�����F�O�R�Q�L�Q�J�����D�Q�G���6�W�R�U�D�J�H���Y�0�R�W�L�R�Q�����9�$�$�,���R�I�Á�R�D�G�V���W�K�H���F�R�S�\���W�D�V�N��
at the array, enabling the use of a native storage-based mechanism, which 
results in the decrease of deployment time. But what is equally important is 
�W�K�D�W���L�W���U�H�G�X�F�H�V���W�K�H���D�P�R�X�Q�W���R�I���G�D�W�D���Á�R�Z�L�Q�J���E�H�W�Z�H�H�Q���W�K�H���D�U�U�D�\���D�Q�G���W�K�H���V�H�U�Y�H�U��

�‡�� Write same / Zero 10: This can provide x times less I/O for common tasks. 
Take, for instance, a zero-out process. It typically sends the same SCSI 
command several times. By enabling this option, the same command will 
be repeated by the storage platform, resulting in reduced utilization of the 
server but also decreasing the time span of the action.

�‡�� �+�D�U�G�Z�D�U�H���R�I�Á�R�D�G�H�G���O�R�F�N�L�Q�J���6�&�6�,���U�H�V�H�U�Y�D�W�L�R�Q���F�R�Q�Á�L�F�W�V: VAAI solves the 
�L�V�V�X�H���E�\���R�I�Á�R�D�G�L�Q�J���W�K�H���O�R�F�N�L�Q�J��mechanism to the array. This should reduce 
latency in an environment where thin provisioned disks are used, and even 
where VMware-based snapshots are used. ATS (the locking mechanism of 
the array) removes the need to lock the full VMFS volume. Instead, it locks  
a block when an update needs to occur.

It is recommended that you install the VAAI plugin in 
your environment.
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RDM – does it need to be used in your 
environment?
�$���5�D�Z���'�H�Y�L�F�H���0�D�S�S�L�Q�J�����5�'�0�����L�V���D���P�D�S�S�L�Q�J���À�O�H���L�Q���D��separate VMFS volume that 
acts as a proxy for a raw physical storage device. An RDM allows a virtual machine 
to directly access and use the storage device. It contains metadata for managing and 
redirecting disk access to the physical device.

�7�K�L�V���À�O�H���J�L�Y�H�V���\�R�X���V�R�P�H���R�I���W�K�H���D�G�Y�D�Q�W�D�J�H�V���R�I���G�L�U�H�F�W���D�F�F�H�V�V���W�R���D���S�K�\�V�L�F�D�O���G�H�Y�L�F�H�����Z�K�L�O�H��
keeping some advantages of a virtual disk in VMFS. As a result, it merges VMFS 
manageability with raw device access.

RDMs can be described in terms such as mapping a raw device to a data store, 
�P�D�S�S�L�Q�J���D���V�\�V�W�H�P���/�8�1�����R�U���P�D�S�S�L�Q�J���D���G�L�V�N���À�O�H���W�R���D���S�K�\�V�L�F�D�O���G�L�V�N���Y�R�O�X�P�H�����$�O�O���R�I��
these terms refer to RDMs.

Although VMware recommends that you use VMFS data stores for most of your 
virtual disk storage, on certain occasions, you might need to use raw LUNs or logical 
disks located in a SAN.

For example, you need to use raw LUNs with RDMs in the following situations:

�‡�� When SAN snapshots or other layered applications run in the virtual 
�P�D�F�K�L�Q�H�����7�K�H���5�'�0���E�H�W�W�H�U���H�Q�D�E�O�H�V���V�F�D�O�D�E�O�H���E�D�F�N�X�S���R�I�Á�R�D�G�L�Q�J���V�\�V�W�H�P�V���X�V�L�Q�J��
features inherent to the SAN.

�‡�� In any MSCS clustering scenario that spans physical hosts—virtual-to-virtual 
clusters as well as physical-to-virtual clusters. In this case, the cluster data 
�D�Q�G���T�X�R�U�X�P���G�L�V�N�V���V�K�R�X�O�G���E�H���F�R�Q�À�J�X�U�H�G���D�V���5�'�0�V���U�D�W�K�H�U���W�K�D�Q���Y�L�U�W�X�D�O���G�L�V�N�V��
on a shared VMFS.
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Think of an RDM as a symbolic link from a VMFS volume to a raw LUN. The 
�P�D�S�S�L�Q�J���P�D�N�H�V���/�8�1�V���D�S�S�H�D�U���D�V���À�O�H�V���L�Q���D���9�0�)�6���Y�R�O�X�P�H�����7�K�H���5�'�0�����Q�R�W���W�K�H���U�D�Z��
�/�8�1�����L�V���U�H�I�H�U�H�Q�F�H�G���L�Q���W�K�H���Y�L�U�W�X�D�O���P�D�F�K�L�Q�H�
�V���F�R�Q�À�J�X�U�D�W�L�R�Q�����7�K�H���5�'�0���F�R�Q�W�D�L�Q�V���D��
reference to the raw LUN.

There are two compatibility modes available for RDMs:

�‡�� Virtual compatibility mode : This allows an RDM to act exactly like a virtual 
�G�L�V�N���À�O�H�����L�Q�F�O�X�G�L�Q�J���W�K�H���X�V�H���R�I���V�Q�D�S�V�K�R�W�V

�‡�� Physical compatibility mode : This allows direct access to the SCSI device for 
those applications that need lower level control

Please follow the preceding rules in your environment, and it is recommended that 
you use the VMDK instead of RDMs where possible.

How to design ESXi multipathing policies
The default multipathing functionality for ESXi hosts is provided by the generic 
NMP. The VMware vStorage APIs for multipathing provide a framework to 
integrate third-party multipathing plugins (MPPs) into the ESXi platform. The 
following is an explanation, with recommendations, of the different multipathing 
policies available with ESXi.

Most Recently Used (MRU) : Selects the �À�U�V�W���Z�R�U�N�L�Q�J���S�D�W�K���G�L�V�F�R�Y�H�U�H�G���D�W���V�\�V�W�H�P���E�R�R�W��
time. If this path becomes unavailable, the ESXi host switches to an alternative path 
and continues to use the new path as long as it is available. This is the default policy 
for LUNs presented from an active/passive array. ESX/ESXi does not return to the 
previous path if or when it returns. It remains on the working path until it, for any 
reason, fails. This policy helps eliminate LUN trashing or trespassing of the LUNs in 
active/passive arrays.

�‡�� Fixed (Fixed)�����8�V�H�V���W�K�H���G�H�V�L�J�Q�D�W�H�G���S�U�H�I�H�U�U�H�G���S�D�W�K���Á�D�J�����L�I���L�W���K�D�V���E�H�H�Q��
�F�R�Q�À�J�X�U�H�G�����2�W�K�H�U�Z�L�V�H�����L�W���X�V�H�V���W�K�H���À�U�V�W���Z�R�U�N�L�Q�J���S�D�W�K���G�L�V�F�R�Y�H�U�H�G���D�W���V�\�V�W�H�P��
boot time. If the ESXi host cannot use the preferred path or if it becomes 
unavailable, ESXi selects an alternative available path. The host automatically 
�U�H�W�X�U�Q�V���W�R���W�K�H���S�U�H�Y�L�R�X�V�O�\���G�H�À�Q�H�G���S�U�H�I�H�U�U�H�G���S�D�W�K���D�V���V�R�R�Q���D�V���L�W���E�H�F�R�P�H�V��
available again. This is the default policy for LUNs presented from an  
active/active storage array.

�‡�� Round robin (RR) : Uses an automatic path selection rotating through all 
�D�Y�D�L�O�D�E�O�H���S�D�W�K�V�����H�Q�D�E�O�L�Q�J���G�L�V�W�U�L�E�X�W�L�R�Q���R�I���W�K�H���O�R�D�G���D�F�U�R�V�V���W�K�H���F�R�Q�À�J�X�U�H�G���S�D�W�K�V��

 �q For active/passive storage arrays, only the paths to the active 
controller will be used in the round robin policy
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 �q For active/passive storage arrays, all paths will be used in the round 
robin policy

This policy is not currently supported for logical units that are 
part of a Microsoft Cluster Service  (MSCS) virtual machine.

Third-party MPPs, such as PowerPath, run in parallel with the NMP, and for 
�V�S�H�F�L�À�H�G���D�U�U�D�\�V�����W�K�H�\���U�H�S�O�D�F�H���W�K�H���G�H�I�D�X�O�W���1�0�3���E�H�K�D�Y�L�R�U���E�\���W�D�N�L�Q�J���F�R�Q�W�U�R�O���R�I���W�K�H���S�D�W�K��
failover and load balancing operations. PowerPath/VE works with VMware vSphere 
to give enhanced path management capabilities to ESXi hosts. Having multiple paths 
�H�Q�D�E�O�H�V���W�K�H���(�6�;�L���K�R�V�W���W�R���D�F�F�H�V�V���D���V�W�R�U�D�J�H���G�H�Y�L�F�H���H�Y�H�Q���L�I���D���V�S�H�F�L�À�F���S�D�W�K���L�V���X�Q�D�Y�D�L�O�D�E�O�H����
�0�X�O�W�L�S�O�H���S�D�W�K�V���F�D�Q���D�O�V�R���V�K�D�U�H���W�K�H���,���2���W�U�D�I�À�F���W�R���D���V�W�R�U�D�J�H���G�H�Y�L�F�H��

PowerPath/VE uses redundant physical path components—host based adapters 
(HBAs), switches, storage processors (SPs), and cables—between an ESXi host and 
an external storage device to provide fault tolerance. If one or more path components 
fail, the ESXi host can use a viable alternate path to access an external storage device. 
The process of detecting a failed path and switching to another path is called a path 
failover. A path failover helps ensure uninterrupted I/O between an ESXi host and 
external storage devices, allowing applications to continue accessing their data.

PowerPath/VE also redistributes the I/O load across multiple paths between an 
ESXi host and an external storage device. This process is called load balancing. 
Load balancing improves a host's ability to manage heavy I/O loads by continually 
balancing the load across all paths, eliminating the need for repeated static 
�U�H�F�R�Q�À�J�X�U�D�W�L�R�Q�V���D�V���Z�R�U�N�O�R�D�G�V���F�K�D�Q�J�H��

VMware does not recommend changing the LUN policy from 
Fixed to MRU, as the automatic selection of the pathing policy is 
based on the array that has been detected by the NMP PSP.

For example, FC-SAN multipathing.

VMware recommends four paths:

�‡�� The path is point-to-point. The switch in the middle is not part of the path as 
far as vSphere is concerned.

�‡�� Ideally, they are all active-active for a given data store.

�‡�� Fixed means one path is active and three are idle.

�‡�� One zone per HBA port. The zone should see all the target ports.
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If you are buying new SAN switches, consider the direction for the next 3 years:

Whatever you choose will likely be in your data center for the next 5 years.

�‡�� If you are buying a director-class, then consider for the next 5 years. 
Upgrading director is a major task, so plan for 5 years of usage. Consider 
both the EOL and EOSL dates.

�‡�� Discuss with SAN switch vendors and understand their road map.

�‡�� 8 GB refers to FC, and FCoE should be 10, 40, or 100 GB depending on  
your infrastructure.

The RR policy states the following:

�‡�� It is per data store, not per HBA:

 �q One ESXi host typically has multiple data stores

 �q One array certainly has multiple data stores

 �q All of these data stores share the same sp, cache, ports, and  
possibly spindles

�‡�� It is active/passive at a given data store.

�‡�� Leave the default setting at 1000 . There is no need to set 
iooperationslimit=1 .

�‡�� Choose this over MRU. MRU needs manual failback after a path failure.
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As shown in the preceding screenshot, it is recommended 
that you use the vendor's Storage MultiPath Policy.

How to design zoning and masking
Zoning is implemented in switches and controls. which HBA ports have access to 
which storage processor ports. Port zoning allows devices attached to particular 
ports on the switch to communicate only with devices attached to other ports 
in the same zone. The SAN switch (http://searchtelecom.techtarget.
com/definition/switch ) keeps a table indicating which ports are allowed to 
communicate with each other. Port zoning is more secure than WWN zoning, but 
�L�W���F�U�H�D�W�H�V���D���Q�X�P�E�H�U���R�I���S�U�R�E�O�H�P�V���E�H�F�D�X�V�H���L�W���O�L�P�L�W�V���W�K�H���Á�R�Z���R�I���G�D�W�D���W�R���F�R�Q�Q�H�F�W�L�R�Q�V��
�E�H�W�Z�H�H�Q���V�S�H�F�L�À�F���S�R�U�W�V���R�Q���W�K�H���I�D�E�U�L�F��

Masking is done at the storage controller or server levels. Make a LUN "invisible" 
when a target is scanned.
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Following are the tips for zoning:

�‡�� Implementing zoning:

 �q One zone per HBA port

 �q One HBA port does not need to know the existence of others

 �q This eliminates the registered state change notification

�‡�� Use soft zoning, not hard zoning:

 �q Hard zone : This zone is based on the SAN switch port. Any HBA  
that connects to this switch port gets this zone. So, this is more secure. 
But be careful when re-cabling things into the SAN switch.

 �q Soft zone: This zone is based on the HBA port. The switch port  
is irrelevant.

 �q Situations that need rezoning in the soft zone are as follows : 
Changing the HBA, replacing the ESXi server (which comes with  
a new HBA), and upgrading the HBA.

 �q Situations that need rezoning in the hard zone are the following : 
Reassigning the ESXi to another zone and port failure in the  
SAN switch.

�‡�� Implementing LUN Masking:

 �q Complement zoning. Do this at the switch level, not the ESXi level.

 �q Mask on the array, not on each ESXi host.

 �q Masking done at the ESXi host level is often based on the controller, 
target, and LUN numbers, all of which can change with the hardware 
configuration.

Summary
In this chapter, you learned about vSphere storage design. When creating the storage 
design of a vSphere environment, you should consider its capacity to meet the 
requirements of the concerned applications and services. It should also satisfy the 
entire link redundancy, and meet the performance requirements for applications, 
within the budget limits. Keep in mind to put the VM in the correct storage.

In the next chapter, we will see how to design VMware ESXi hosts.
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ESXi Host Design
In the previous chapter, we saw how to design different types of storage in a vSphere 
environment. Now we will go through vSphere ESXi host design, with a focus on 
discussing how to design the ESXi host best.

In this chapter, you will learn about:

�‡�� ESXi host design key points

�‡�� An ESXi host design example

ESXi host design key points
In this chapter, we will discuss how to design the ESXi host and make it meet the 
requirements of the business. In general, when we purchase an ESXi host, we mainly 
consider the data center CPU type and CPU capacity, data center memory capacity, 
host hardware type, and so on.

CPU capacity
ESXi hosts are the fundamental compute building blocks of a virtual data center.

ESXi host resources are distributed in order to run virtual machines. They are 
aggregated to build clusters of highly available pools of compute resources. Now, 
�L�I���\�R�X���Z�D�Q�W���W�R���G�H�V�L�J�Q���W�K�H���(�6�;�L�����W�K�H���À�U�V�W���V�W�H�S���L�V���W�R���L�G�H�Q�W�L�I�\���X�V�H�I�X�O���L�Q�I�R�U�P�D�W�L�R�Q���I�U�R�P��
the customer, including the CPU type, CPU capacity, memory capacity, and the 
customer's preferred hardware vendor.
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Now how can ���Z�H���J�R���D�K�H�D�G���D�Q�G���G�H�W�H�U�P�L�Q�H���D�O�O���R�I���W�K�H���&�3�8���F�D�S�D�F�L�W�\���U�H�T�X�L�U�H�G�"���-�X�V�W��
follow these steps:

1. Choose the appropriate tools to analyze the current system CPU capacity 
required. Many tools can help do that, such as the VMware capacity planner 
and vRealize operation manager. Without these tools, the OS's task manager 
can also be used for analysis, but it needs a lot of data collection, statistical 
analysis, and manpower to do all the work.

2. Refer to the operating system and application of the manufacturer's 
suggested document. Check whether the VMware data center CPU  
capacity is accurate.

3. Ask for the customer to determine the future capacity requirement,  
or requirements.

4. We can describe the total CPU capacity as: �7�R�W�D�O���&�3�8��� ���D�S�S�O�L�F�D�W�L�R�Q���U�H�T�X�L�U�H�P�H�Q�W��
�����K�H�D�G�U�R�R�P. The headroom is generally 30-50 percent. It is for HA, host 
maintenance, short-term usage increase, and so on.

Number of hosts
Follow the preceding steps to determine the total CPU capacity. Now how do we 
�G�H�W�H�U�P�L�Q�H���K�R�Z���P�D�Q�\���K�R�V�W�V���W�K�H���G�D�W�D���F�H�Q�W�H�U���Q�H�H�G�V�"���7�K�L�V���L�V���Q�R�W���D�V���V�L�P�S�O�H���D�V���M�X�V�W��
dividing the total required CPU capacity by the planned CPU capacity per host. So, 
follow these instructions:

1. �&�K�H�F�N���Z�K�H�W�K�H�U���W�K�H���F�X�V�W�R�P�H�U���K�D�V���D�O�U�H�D�G�\���G�H�V�L�J�Q�D�W�H�G���D���V�S�H�F�L�À�F���V�X�S�S�O�L�H�U�����,�I���L�W��
�L�V�����W�K�H�Q���D�F�F�R�U�G�L�Q�J���W�R���W�K�H���F�X�V�W�R�P�H�U���U�H�T�X�H�V�W���W�R���F�R�Q�À�U�P���W�K�H���Q�X�P�E�H�U���R�I���K�R�V�W�V��

2. �&�R�Q�À�U�P���W�K�D�W���H�D�F�K���K�R�V�W���&�3�8���D�Q�G���P�H�P�R�U�\���P�D�W�F�K�����D�Q�G���F�K�H�F�N���Z�K�H�W�K�H�U���W�K�H���K�R�V�W��
supports enough memory to keep all the CPUs busy.

3. Consider the number of I/O ports available per host.

4. Consider the vSphere cluster HA setting. Generally, it will keep one more 
host for the total capacity, just like N+1.

5. Decide which cluster you want to deploy, scale out or scale up. A scale out 
cluster's advantage is that when an HA failover occurs, the virtual machine is 
relatively affected less, and better use of DRS function to balance resources. A 
scale up cluster's advantage is that makes full use of host memory resources.

6. Consider the total memory requirement and each host's memory requirement.

7. Compared with the CPU capacity calculation of count and memory capacity 
calculation of count host and pick up at least as a host number.
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Host hardware types
Now let's see how to choose the type of server. We have two choices: blade and rack.

�,�I���D���V�S�H�F�L�À�F���E�O�D�G�H���R�U���U�D�F�N���P�R�X�Q�W���V�H�U�Y�H�U���P�H�H�W�V���W�K�H���U�H�T�X�L�U�H�P�H�Q�W�V���R�I���W�K�H���G�H�V�L�J�Q�����W�K�H�Q��
it is a great solution. The choice between a blade or rack-mount server might not 
be due to focus on any technical decision, but might depend on other factors. For 
�H�[�D�P�S�O�H�����W�K�H���F�X�V�W�R�P�H�U�
�V���U�H�O�D�W�L�R�Q�V�K�L�S���Z�L�W�K���D���V�S�H�F�L�À�F���Y�H�Q�G�R�U���P�L�J�K�W���G�H�W�H�U�P�L�Q�H���W�K�H��
choice. Eliminating this factor, will consider this instead from the point of view 
of the technology. Let's take a look at these two types, as shown in the following 
screenshot, and see how to choose one:

The blade server modularity offers both advantages and disadvantages.

These are its advantages:

�‡�� Easy to manage and replace the hardware quickly

�‡�� Saves operation costs

�‡�� Shares components such as power supplies, DVD-player, fans and so on

The following are its disadvantages:

�‡�� The chassis is shared, so it will become a single point of failure 

�‡�� It needs more powering and cooling than the rack type

�‡�� The entire chassis must be supplied by the same vendor

The rack server modularity also offers both advantages and disadvantages.

Listed here are its advantages:

�‡�� Supplies more I/O expansion capability

�‡�� Easy heat dissipation

�‡�� The rack server can be supplied by different vendors
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The following are its disadvantages:

�‡�� Takes up a lot of space, so more cable management is required

�‡�� Higher cost of DVDs and fans

Now, after seeing their strengths and weaknesses, design can 
be considered according to the demand. But no matter what 
you choose—blade or rack architecture—it must satisfy the 
VMware hardware compatibility list.

Host naming conventions
Many technical consultants don't pay attention to considering the design scheme to a 
hostname, but the hostname is very important for operational management. So you 
should name the host according to the following rules.

Use simple, descriptive, and easy-to-understand hostnames. A standardized naming 
convention results in easier management, troubleshooting, and use, all of which 
reduce operational expenses. An example is esxi-<locationcode-##>.<domain.
name>, esxi-shanghai02.test.com .

An ESXi host design example
The following is our case background: customer X has invested in an enterprise-
designed virtual infrastructure for the x86 environment within its big company 
�F�H�Q�W�H�U�V�����7�K�H�V�H���L�Q�Y�H�V�W�P�H�Q�W�V�����R�Y�H�U���W�L�P�H�����K�D�Y�H���S�U�R�Y�L�G�H�G���F�X�V�W�R�P�H�U���;���Z�L�W�K���E�R�W�K���À�Q�D�Q�F�L�D�O��
�D�Q�G���R�S�H�U�D�W�L�R�Q�D�O���E�H�Q�H�À�W�V�����L�Q���D�G�G�L�W�L�R�Q���W�R���D���P�R�U�H���K�L�J�K�O�\���D�Y�D�L�O�D�E�O�H���D�Q�G���U�H�O�L�D�E�O�H���S�O�D�W�I�R�U�P��
for delivering virtual server services to the core business functions and faculties. 
Through this investment in vSphere, customer X is continuing to standardize all 
x86 services on the VMware vSphere platform to maintain and maximize their 
�F�D�S�L�W�D�O�����R�S�H�U�D�W�L�R�Q�D�O�����D�Q�G���D�Y�D�L�O�D�E�L�O�L�W�\���E�H�Q�H�À�W�V�����:�L�W�K�L�Q���W�K�L�V���F�R�Q�W�H�[�W�����W�K�H���F�X�U�U�H�Q�W���6�X�Q��
E25K servers are up for retirement, and due to the high cost of maintaining the 
environment, these assets have been selected for migration from the current Oracle 
on SPARC Solaris, which is on the Sun E25K servers, to Oracle on Red Hat Linux, 
which is on vSphere.

�&�X�V�W�R�P�H�U���;���D�L�P�V���W�R���D�F�K�L�H�Y�H���W�K�H���I�R�O�O�R�Z�L�Q�J���E�H�Q�H�À�W�V��

�‡�� Effectively utilize data center resources

�‡�� Maximize availability of the Oracle environment at lower cost
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�‡�� Rapidly deploy Oracle database servers for development, testing,  
and production

�‡�� Maximize uptime during planned maintenance

�‡�� �0�L�Q�L�P�L�]�H���2�U�D�F�O�H���G�D�W�D���F�H�Q�W�H�U���F�R�V�W�V���R�I���Á�R�R�U���V�S�D�F�H�����H�Q�H�U�J�\�����F�R�R�O�L�Q�J�����K�D�U�G�Z�D�U�H����
and labor

�‡�� Minimize planned and unplanned downtime

�‡�� Automate testing and failover of Oracle data center environments for  
disaster recovery and business continuity

�‡�� Achieve IT compliance

Customer x's ESXi design scenario:

�‡�� The solution will provide a platform that is horizontally scalable on 
commodity hardware.

�‡�� It will support recovery of application services within a 4-hour RTO for 
production systems.

�‡�� Also, it will be available 24x7 and allow for non-disruptive infrastructure 
maintenance.

�‡�� The solution will be easily scalable horizontally so as to handle any future 
increases in the number or size of virtual machines.

�‡�� Dell R910 servers will be purchased for management hosts.

�‡�� The maximum memory and CPU utilization per host should not exceed 85 
percent during normal operations for production hosts and 90 percent for 
non-production hosts.

�‡�� The solution and the VMs must be able to easily scale horizontally and 
vertically to allow for future growth.

�‡�� Vendor Y will provide the server hardware.

�‡�� QLogic HBAs will be used in the ESXi hosts.

�‡�� Each host will have a single dual-port QLogic QLE2562 8 GB/s HBA card for 
�D�F�F�H�V�V���W�R���W�K�H���À�E�U�H���F�K�D�Q�Q�H�O���V�K�D�U�H�G���V�W�R�U�D�J�H���L�Q�I�U�D�V�W�U�X�F�W�X�U�H��

�‡�� Each ESXi host will contain a single dual-port HBA. This is a single point  
�R�I���I�D�L�O�X�U�H���I�R�U���D�F�F�H�V�V���W�R���W�K�H���À�E�U�H���F�K�D�Q�Q�H�O���V�K�D�U�H�G���V�W�R�U�D�J�H���L�Q�I�U�D�V�W�U�X�F�W�X�U�H�����D�Q�G���L�I��
the HBA card of PCI slot fails will cause loss of storage access to all VM's on 
the host.

According to the customer's requirements and restrictions, the design is as explained 
in the following section:
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�0�D�Q�D�J�H�P�H�Q�W���F�O�X�V�W�H�U���V�S�H�F�L�¿�F�D�W�L�R�Q�V
Here is a table �S�U�R�Y�L�G�L�Q�J���W�K�H���V�S�H�F�L�À�F�D�W�L�R�Q�V��

Attribute Specification

Host type and version ESXi 5.5

Number of CPUs

Number of cores

Total number of cores

Processor speed

�+�7���D�Q�G���W�X�U�E�R���E�R�R�V�W���H�Q�D�E�O�H�G�"

2

6

12

2.1 GHz

Yes

Memory 96 GB (6 x 16 GB 1333 MHz DDR3)

Number of NIC ports 4

Number of HBA ports 2

�2�U�D�F�O�H���F�O�X�V�W�H�U���V�S�H�F�L�¿�F�D�W�L�R�Q�V
Here is a table���S�U�R�Y�L�G�L�Q�J���W�K�H���V�S�H�F�L�À�F�D�W�L�R�Q�V��

Attribute Specification

Host type and version ESXi 5.5

Number of CPUs

Number of cores

Total number of cores

Processor speed

�+�7���D�Q�G���W�X�U�E�R���E�R�R�V�W���H�Q�D�E�O�H�G�"

4

6

24 (48 LCPU with HT)

6.92 GHz

Yes

Memory 192 GB (12 x 16 GB 1333 MHz)

Number of NIC ports 6

Number of HBA ports 2



Chapter 12

[ 199 ]

�9�0�Z�D�U�H���(�6�;�L���S�K�\�V�L�F�D�O���V�S�H�F�L�¿�F�D�W�L�R�Q�V
Here is a table �S�U�R�Y�L�G�L�Q�J���W�K�H���V�S�H�F�L�À�F�D�W�L�R�Q�V��

Attribute Specification

Vendor and model Dell PowerEdge R910

Processor type

Total number of cores

Hex core x64 Intel Xeon X5770

12 (24 LCPU with HT)

On-board NIC vendor and model

On-board NIC ports x speed

Number of attached NICs

NIC vendor and model

Number of ports/NIC x speed

Total number of NIC ports

Broadcom BMC5709C

4 x Gigabit Ethernet

1 (excluding on-board)

Intel X520-2

2 x 10-gigabit Ethernet

6

Storage HBA vendor and model

Storage HBA type

Number of HBAs

Number of ports/HBA x speed

Total number of HBA ports

QLogic QLE2562

Fibre Channel

1

2 x 8 GB

2

Number and type of local drives

RAID level

Total storage

N/A

N/A

N/A

System monitoring IPMI-based BMC

Oracle cluster VMware ESXi physical 
�V�S�H�F�L�¿�F�D�W�L�R�Q�V
Here is a table providing ���W�K�H���V�S�H�F�L�À�F�D�W�L�R�Q�V��

Attribute Specification

Vendor and model Dell PowerEdge R910

Processor type

Total number of cores

Hex core x64 Intel Xeon X5690

24 (48 LCPU with HT)
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Attribute Specification

On-board NIC vendor and model

On-board NIC ports x speed

Number of attached NICs

NIC vendor and model

Number of ports/NIC x speed

Total number of NIC ports

Broadcom BMC5709C

4 x Gigabit Ethernet

1 (excluding on-board)

Intel X520-2

2 x 10-gigabit Ethernet

6

Storage HBA vendor and model

Storage HBA type

Number of HBAs

Number of ports/HBA x speed

Total number of HBA ports

QLogic QLE2562

Fibre Channel

1

2 x 8GB

2

Number and type of local drives

RAID level

Total storage

N/A

N/A

N/A

System monitoring IPMI-based BMC

�7�K�H���F�R�Q�À�J�X�U�D�W�L�R�Q���D�Q�G���D�V�V�H�P�E�O�\���S�U�R�F�H�V�V���I�R�U���H�D�F�K���V�\�V�W�H�P���L�V���V�W�D�Q�G�D�U�G�L�]�H�G�����Z�L�W�K���D�O�O���W�K�H��
components installed the same on each host. Standardizing not only the model but 
�D�O�V�R���W�K�H���S�K�\�V�L�F�D�O���F�R�Q�À�J�X�U�D�W�L�R�Q���R�I���W�K�H���(�6�;�L���K�R�V�W�V���L�V���F�U�L�W�L�F�D�O���I�R�U���S�U�R�Y�L�G�L�Q�J���D���P�D�Q�D�J�H�D�E�O�H��
and supportable infrastructure—it eliminates variability. A consistent PCI card slot 
location, especially for network controllers, is essential for the accurate alignment of 
physical-to-virtual I/O resources. All of the ESXi host hardware, including the CPUs, 
were selected by following the vSphere hardware compatibility lists.

Summary
In this chapter, you learned about ESXi host design.

The next chapter will teach you how to design a virtual machine, and we will 
continue following customer X's request to build the VM design example.
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Virtual Machine Design
In the previous chapter, you learned how to design the ESXi host in a vSphere 
environment. Now we will go through vSphere virtual machine design, focusing on 
discussing how VM is designed to work comfortably with the applications' needs.

In this chapter, you will learn:

�‡�� Virtual machine design key points

�‡�� Virtual machine design example

Virtual machine design key points
Virtual machines run applications and services that support individual users and 
entire lines of businesses. They must be properly designed, provisioned, and managed 
�I�R�U���H�I�À�F�L�H�Q�W���R�S�H�U�D�W�L�R�Q���R�I���W�K�H���U�H�O�H�Y�D�Q�W���D�S�S�O�L�F�D�W�L�R�Q�V���D�Q�G���V�H�U�Y�L�F�H�V�����,�Q���W�K�H���I�R�O�O�R�Z�L�Q�J 
section, we will discuss the key points, that is, how to design a virtual machine.

Number of virtual CPUs
The number of virtual CPUs (vCPUs) required for a virtual machine depends on 
�W�K�H���R�S�H�U�D�W�L�Q�J���V�\�V�W�H�P�����D�S�S�O�L�F�D�W�L�R�Q�����D�Q�G���Z�R�U�N�O�R�D�G�����<�R�X���P�X�V�W���F�R�Q�À�J�X�U�H���D���V�L�Q�J�O�H��
vCPU, unless the need for more is clear. If more vCPUs are needed, the operating 
system and application must support them. The operating system must also support 
symmetric multiprocessing  (SMP), and the application must be multithreaded.

If the application is not multithreaded, use a scale out strategy by installing multiple 
virtual machines, each providing the same service or application for different users. 
If the workload requires ���P�X�O�W�L�S�O�H���Y�&�3�8�V�����F�R�Q�À�J�X�U�H���D�V���I�H�Z���R�I���W�K�H�P���D�V���S�R�V�V�L�E�O�H�����7�K�H��
more the vCPUs a virtual machine has, the more the CPU and memory overhead 
necessary to manage it. This additional overhead needlessly wastes resources if the 
additional vCPUs are not required.
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It must be possible for all vCPUs to be scheduled on physical processors at the 
same time when the virtual machine is scheduled to run. This, however, does not 
mean that every vCPU is scheduled to run on a physical processor when the virtual 
machine is scheduled to run. The number of vCPUs that run at once depends on the 
operation being performed at that moment.

Here are some tips:

�‡�� Going from one vCPU to many is okay

Windows XP and Windows Server 2003 automatically upgrade to the ACPI 
Multiprocessor HAL

�‡�� Going from many to one is not okay

�‡�� To change from one vCPU to two, you must change the kernel to SMP

In Windows 2000, you can change to any listed hardware abstraction layer  (HAL ) 
type. However, if you select an incorrect HAL, the computer may not start correctly. 
Therefore, only the compatible HALs are listed in Windows Server 2003 and 
Windows XP.

�:�L�W�K���V�R�P�H���R�S�H�U�D�W�L�Q�J���V�\�V�W�H�P�V�����V�F�K�H�G�X�O�L�Q�J���L�Q�H�I�À�F�L�H�Q�F�L�H�V���Q�H�J�D�W�L�Y�H�O�\���D�I�I�H�F�W��
performance if a multiprocessor HAL runs on a uniprocessor virtual machine. For 
information about operating systems related to HAL, look up the guest operating 
system documentation.

Ensuring the memory's performance
To ensure the virtual machine memory's performance, you have to keep a virtual 
machine's active memory in physical RAM:

�‡�� Limit the host memory over commitment, or configure the virtual machine 
reservations, or both.

�‡�� If reservations are configured, set them slightly above the virtual machine's 
average active memory size. You can use the vCenter performance chart to 
monitor the active memory.

�‡�� Virtual machine reservations increase administrative overhead, so it  
might be better to design a consolidation ratio that does not overcommit 
active memory.

�‡�� Verify that the virtual machine is installed with VM Tools. If installed, the 
ballooning driver could adjust the memory.
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�9�0���U�H�V�R�X�U�F�H���V�H�W�W�L�Q�J���±���O�L�P�L�W�����U�H�V�H�U�Y�D�W�L�R�Q�����D�Q�G��
share
To �V�L�P�S�O�L�I�\���W�K�H���F�R�Q�À�J�X�U�D�W�L�R�Q��and administration, use the default virtual machine 
CPU and memory shares, reservation, and limit, unless a clear reason to do 
otherwise exists. Are there critical applications or services that must continue to 
�U�H�F�H�L�Y�H���U�H�V�R�X�U�F�H�V���H�Y�H�Q���G�X�U�L�Q�J���S�H�U�L�R�G�V���R�I���U�H�V�R�X�U�F�H���F�R�Q�W�H�Q�W�L�R�Q�"���,�I���V�R�����\�R�X���F�D�Q���X�V�H��
reservations to guarantee the resources and shares to set relative priorities.

�)�R�U���H�[�D�P�S�O�H�����L�I���W�K�H���F�R�Q�V�R�O�L�G�D�W�L�R�Q���U�D�W�L�R���L�V���W�R�R���K�L�J�K�����\�R�X���P�L�J�K�W���K�D�Y�H���W�R���F�R�Q�À�J�X�U�H��
a virtual machine's memory reservation equal to the average active memory to 
maintain acceptable application performance.

If a department or group requires, or has paid for, a certain amount of CPU 
or memory resources, use a resource pool and not individual virtual machine 
reservations to reserve these resources.

In the very rare case that you want to save or are concerned about data 
store space, raise the virtual machine memory's reservation to the virtual 
machine memory limit. This memory setting prohibits the creation of a 
�V�Z�D�S���À�O�H�����H�I�I�H�F�W�L�Y�H�O�\���G�L�V�D�E�O�H�V���E�D�O�O�R�R�Q�L�Q�J�����D�Q�G���S�U�H�Y�H�Q�W�V���R�Y�H�U�F�R�P�P�L�W�P�H�Q�W����
If the resource is enough, keep the VM resource setting in default state,

If the resource is a contention, adjust the share values, not the reservation.

Virtual machine hard disk – how to deploy 
and which types?
Deploy a system disk and a separate application data disk:

�‡�� A separate system disk simplifies provisioning.

�‡�� A separate application data disk simplifies backup.

�‡�� A separate application data disk can easily be increased in size if necessary.

�‡�� Separate disks help distribute the I/O load:

 �q Do not place all the system disks in a single data store and all the 
data disks on another.

 �q Place a virtual machine's system and data disks on the same data 
store, unless they have widely varying I/O characteristics.

�‡�� Configure one partition per virtual disk. If there are multiple partitions, you 
can extend the last partition only if you increase the size of the disk.
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�‡�� Consider thin provisioned disks if data growth is slow or static, such as in a 
web server.

�‡�� How the operating system initially formats its disks can negate the benefits 
of thin provisioning. If the format operation writes zeroes to all sectors, 
the disk will be prematurely inflated. Use the operating system vendor's 
documentation to find the format options that do not write zeroes to all disk 
sectors during format operations.

Multiple virtual disks
If a virtual machine has multiple disks, keep them on the same data store if possible. 
�7�K�L�V���V�L�P�S�O�L�À�H�V���F�R�Q�À�J�X�U�D�W�L�R�Q���D�Q�G��administration. For example, if you plan to replicate 
�W�K�H���Y�L�U�W�X�D�O���P�D�F�K�L�Q�H�
�V���À�O�H�V���W�R���D�Q�R�W�K�H�U���/�8�1���R�U���G�D�W�D���F�H�Q�W�H�U���I�R�U���D�Y�D�L�O�D�E�L�O�L�W�\�����U�H�S�O�L�F�D�W�L�Q�J���D��
�V�L�Q�J�O�H���/�8�1���U�H�S�O�L�F�D�W�H�V���D�O�O���R�I���W�K�H���Y�L�U�W�X�D�O���P�D�F�K�L�Q�H�
�V���À�O�H�V�����7�K�L�V���F�R�Q�À�J�X�U�D�W�L�R�Q���V�L�P�S�O�L�À�H�V���W�K�H��
�F�R�Q�À�J�X�U�D�W�L�R�Q���D�Q�G���D�G�P�L�Q�L�V�W�U�D�W�L�R�Q���R�I���S�U�R�G�X�F�W�V���V�X�F�K���D�V���9�0�Z�D�U�H���Y�&�H�Q�W�H�U���6�L�W�H���5�H�F�R�Y�H�U�\��
Manager.

There are reasons for placing a virtual machine's disks on separate LUNs. If the 
virtual disks have different I/O characteristics, you might place them on separate 
LUNs that accommodate those characteristics. Another reason might be that a data 
disk is exceptionally large. Such a large disk might be kept on another data store or 
on another LUN accessed using raw device mapping.

Virtual disk location
In most cases, storing virtual machine disks together on the network storage  
rather than on the local storage makes sense. Nearly all of the more important 
�E�H�Q�H�À�W�V���R�I���Y�6�S�K�H�U�H�����V�X�F�K���D�V���Y�L�U�W�X�D�O���P�D�F�K�L�Q�H���P�L�J�U�D�W�L�R�Q���D�Q�G���D�Y�D�L�O�D�E�L�O�L�W�\�����G�H�S�H�Q�G�� 
on network storage.

In rare cases, local storage might be required. For example, local storage might 
be more secure. Local storage might also be less expensive and might be used 
by smaller organizations. Local storage can also be used to create a virtual SAN 
environment.

�6�Z�D�S���¿�O�H���O�R�F�D�W�L�R�Q
�7�K�H�U�H���D�U�H���I�R�X�U���P�D�L�Q���D�O�W�H�U�Q�D�W�L�Y�H�V���I�R�U���V�Z�D�S���À�O�H���O�R�F�D�W�L�R�Q��

�‡�� On shared storage, with the virtual machine files

�‡�� On local storage, with the virtual machine files on shared storage

�‡�� On dedicated shared storage, not with the virtual machine files

�‡�� On local storage, with the virtual machine files
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�$���Y�L�U�W�X�D�O���P�D�F�K�L�Q�H���V�Z�D�S���À�O�H���O�R�F�D�W�L�R�Q���P�D�\���D�I�I�H�F�W���W�K�H���I�R�O�O�R�Z�L�Q�J��

�‡�� vMotion performance

�‡�� Ease of administration and provisioning

�‡�� Data store replication performance

�&�R�Q�V�L�G�H�U���S�O�D�F�L�Q�J���V�Z�D�S���À�O�H�V���R�Q���V�R�O�L�G���V�W�D�W�H���G�U�L�Y�H�V���W�R���U�H�G�X�F�H���S�H�U�I�R�U�P�D�Q�F�H���L�V�V�X�H�V��
�F�D�X�V�H�G���E�\���D�F�W�L�Y�H�O�\���X�V�L�Q�J���V�Z�D�S���À�O�H�V��

Keep the���9�0���À�O�H�V���L�Q���W�K�H���V�D�P�H���G�D�W�D���V�W�R�U�H�����L�Q�F�O�X�G�L�Q�J���W�K�H���V�Z�D�S��

�9�L�U�W�X�D�O���6�&�6�,���+�%�$���W�\�S�H���±���Z�K�L�F�K���R�Q�H���¿�W�V�� 
your OS?
Use the default choice, unless it does not support a required feature. For example, 
Microsoft Windows 2008 cluster services require a serial attached SCSI device.

If you consistently need to ���F�R�Q�À�J�X�U�H���D���Q�R�Q�G�H�I�D�X�O�W���F�K�R�L�F�H�����F�U�H�D�W�H���D���W�H�P�S�O�D�W�H���W�R��
simplify virtual machine provisioning. Verify that ���\�R�X���K�D�Y�H���V�X�I�À�F�L�H�Q�W���W�H�P�S�O�D�W�H�� 
space and template access, and ready the driver to install by yourself.

One exception for using the default choice might be the���F�R�Q�À�J�X�U�D�W�L�R�Q���R�I���D��
Paravirtual SCSI  (PVSCSI) HBA; its performance is best.

It is recommended that you follow the OS version that you select. 
The system will choose the right virtual SCSI HBA for OS.

Virtual NICs
If the OS supports VMXNET3, choose the newest driver. The bandwidth will be  
10 GB/s.

In all cases, use a virtual network adapter that is supported by the guest operating 
system and VMware Tools.
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Virtual machine hardware compatibility
With each new version of ESXi, new features and capabilities are added to the virtual 
machine hardware. Depending on the virtual hardware level and the required 
feature set, the virtual machine might not run on older hardware. This introduces 
potential compatibility problems if newer versions of virtual hardware are used 
but there are older hosts in the clusters, as a VM will not be able to run on older 
hardware if using a newer hardware version.

With ESXi 5.5, virtual hardware version 10 is introduced, with several new features.

As reference, the compatibility levels supported in vSphere 5.5 are shown in the 
following table:

vSphere release Virtual machine 
hardware version

Compatibility

Virtual 
Infrastructure 3.5

Version 4 VMware ESX/ESXi 3.5 and later

vSphere 4.0 Version 4 VMware ESX/ESXi 4.0 and later

vSphere 4.1 Version 7 VMware ESX/ESXi 4.0 and later

vSphere 5.0 Version 8 VMware ESXi 5.0 and later

vSphere 5.1 Version 9 VMware ESXi 5.1 and later

vSphere 5.5 Version 10 VMware ESXi 5.5 and later

Keep the VM use the latest version. Then, it will 
support more features and improve performance.
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Considering guest OS
Let us consider the following points:

�‡�� Keep the variations minimal for each guest operating system. This approach 
simplifies administration and troubleshooting.

�‡�� Use standardized templates for the installation of every key application.

�‡�� Use standard sizing for virtual machines. This approach simplifies 
administration, troubleshooting, and chargeback.

�‡�� Disable unnecessary devices from the guest OS.

�‡�� For Windows VM, stagger an anti-virus scan. The performance will degrade 
significantly if you scan all VMs simultaneously.

�‡�� Use a 64-bit OS if possible.

A virtual machine design example
�7�K�H���L�Q�L�W�L�D�O�����R�U���E�D�V�H�����G�H�V�L�J�Q���R�I���Y�L�U�W�X�D�O���P�D�F�K�L�Q�H�V���Z�L�O�O���K�D�Y�H���D���V�W�D�Q�G�D�U�G���F�R�Q�À�J�X�U�D�W�L�R�Q���L�Q��
terms of virtual machine hardware ���F�R�Q�À�J�X�U�D�W�L�R�Q���V�H�W�W�L�Q�J�V���D�Q�G���Y�L�U�W�X�D�O���G�L�V�N���V�L�]�H�V�����E�D�V�H�G��
on a small number of different template sizes. The c�X�V�W�R�P�H�U���[���F�R�Q�À�J�X�U�D�W�L�R�Q���V�W�D�Q�G�D�U�G��
for each of the virtual machine standard template sizes is shown in this table:

Hardware configuration 
option

Small Medium Large Extra large

SCSI controller
LSI logic parallel: OS

PVSCSI (x3): app and redo, data, and backup

Virtual CPU 2vCPU 4 vCPU 6 vCPU 8 vCPU

Virtual memory
8 GB (default 
reserved)

16 GB (4 GB 
reserved)

32 GB 
(10 GB 
reserved)

128 GB 
(48 GB 
reserved)

Virtual NICs Two virtual NICs: VMXNET3

CD-ROM One:– IDE

Floppy 0 (removed)

Windows OS virtual 
HDD size

30 GB (C) and 
40 GB (D)

Linux /home 5 GB

Linux /tmp 10 GB
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Hardware configuration 
option

Small Medium Large Extra large

Linux swap 10 GB

Linux / 20 GB

Linux /var 10 GB

Linux /redolog 10 GB

Linux /ora_archive 50 GB

Linux /oracle 40 GB

Linux /u01  or /d01  
(Oracle data file storage)

Multiple VMDKs, as required in multiples of 
60 GB up to 180 GB per VMDK

Linux /backup_store
Combined size of Oracle data file storage 
VMDKs

Summary
In this chapter, you learned about virtual machine design.

In the next chapter, you will learn how to design a virtual data center and continue 
to follow this �F�X�V�W�R�P�H�U���[ request to make the data center design example.



Chapter 14

[����������]

vSphere Virtual  
Datacenter Design

In the previous chapter, you learned how to design a virtual machine in a vSphere 
environment. Now we will go through vSphere virtual datacenter design, and  
focus on discussing how to design a virtual datacenter that is comfortable within 
a vSphere environment.

In this chapter, you will learn about:

�‡�� vSphere virtual datacenter design key points

�‡�� A vSphere virtual datacenter design example

vSphere virtual datacenter design key 
points
In this chapter, we will discuss how to design a vSphere Virtual Datacenter to meet 
the needs of the business. In general, a Virtual datacenter is the logical boundary of 
the highest level. A virtual datacenter may be used to delineate separate physical 
sites/locations or vSphere infrastructures with completely independent purposes. 
Within vSphere datacenters, allocating compute resources to the virtual machine  
and protecting the application and services is done by VMware vCenter server, 
virtual cluster.

So let's design the best virtual datacenter.
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VMware vCenter Server
vCenter Server is a service that acts as a central administration point for ESXi hosts and 
their virtual machines. It has two editions: Windows and Linux Appliances. Which one 
�G�R���\�R�X���Z�D�Q�W���W�R���G�H�S�O�R�\�"���/�H�W�
�V���W�D�N�H���D���O�R�R�N���D�W���W�K�H���D�Q�V�Z�H�U�V���W�R���V�R�P�H���F�R�P�P�R�Q���T�X�H�V�W�L�R�Q�V���L�Q��
the following sections.

Which platform do you choose?
The Windows edition and VMware just support the installer software. You must 
install it by yourself every step. You need more than one license for the Windows 
OS and support for SQL server and Oracle DB. vCenter Server is supported on a few 
64-bit Windows operating systems. On a Windows system, it scales well, supporting 
environments with up to 10,000 powered-on virtual machines.

The Linux-based vCenter Server Appliance is a new management option. The 
vCenter Server Appliance is made to support Auto Deploy. The appliance comes 
with the Auto Deploy software installed, as well as its own DHCP server and Trivial 
File Transfer Protocol  (TFTP) server. Because it is a new technology, the vCenter 
Server Appliance has limitations. Certain features, such as vCenter Linked Mode and 
IPv6, are not yet supported by it. Limited plug-in support is available. Only Oracle is 
supported as a remote database. In addition, no migration path exists from vCenter 
Server on a Windows system to a vCenter Server Appliance. But in future, the two 
editions will small different with each other.

In a demo environment, you can deploy the Linux Appliance easily 
and show all the functions. In a production environment, you can 
�G�H�S�O�R�\���W�K�H���:�L�Q�G�R�Z�V���H�G�L�W�L�R�Q�³�W�K�H���H�G�L�W�L�R�Q���W�K�D�W���\�R�X���F�D�Q���À�W���L�Q���\�R�X�U��
very big environment —and scaling is easy.

Deploying on a physical server or a virtual 
machine?
vCenter Server on a Windows system runs well on both a physical and a virtual 
machine. Many organizations are more comfortable with the management software 
being separate from the managed environment. So, deploy on the physical server 
that separates the production environment. However, we need to properly size the 
physical machine resources, and the resources cannot modify when you have bought 
the physical server. Purchase a third-party clustering solution to protect vCenter 
Server, such as a Microsoft cluster.
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A virtual machine can protect by vSphere HA or the Data Protector backup software, 
�7�R���L�P�S�U�R�Y�H���W�K�H���Y�L�U�W�X�D�O���P�D�F�K�L�Q�H�
�V���Á�H�[�L�E�L�O�L�W�\�����X�V�H���Y�6�S�K�H�U�H���Y�0�R�W�L�R�Q���D�Q�G���'�5�6�����,�I���W�K�H��
virtual machine crashes, you can easily recover the service. You just need to give 
some minutes to vSphere HA; it is very quick.

The best practice is to install the VC server 
in a virtual machine.

�+�R�Z���W�R���G�H�S�O�R�\���9�0�Z�D�U�H���Y�&�H�Q�W�H�U���6�H�U�Y�H�U���'�%
The Windows edition supports SQL databases and Oracle databases. Linux Appliance 
�F�D�Q���V�X�S�S�R�U�W���D���U�H�P�R�W�H���2�U�D�F�O�H���G�D�W�D�E�D�V�H�����$�O�O���R�I���W�K�H���F�R�Q�À�J�X�U�D�W�L�R�Q���L�Q�I�R�U�P�D�W�L�R�Q���R�I���Y�&�H�Q�W�H�U��
will be stored in a database, so a good database backup means that vCenter Server 
is prepared to protect. Each database system in the production environment has the 
corresponding protection strategy, so the only thing to do in the database system is  
to create a DB instance for the VC Server to connect.

vSphere clusters
A VMware cluster is a collection of multiple ESXi hosts, mainly for running the 
virtual machine in the cluster and application to provide high availability and 
enhance performance. VMware ESXi hosts are typically organized into clusters. 
Clusters group similar hosts into a logical unit of virtual resources, enabling 
technologies such as:

�‡�� VMware High Availability (HA)

�‡�� VMware vSphere Fault Tolerance (FT)

�‡�� VMware vSphere Distributed Resource Scheduler (DRS)

To address customer requirements, several design options were proposed during 
design workshops. Now let's design the vSphere cluster.

Number of vSphere clusters
vSphere clusters are created to aggregate hosts. The number of hosts per cluster 
depends on the number of VMs you are planning to host on it as well as on the type 
of availability and performance expected. All customer sites vary in size, the types 
of clusters, and availability requirements. This section will discuss guidelines for 
establishing these clusters at different sites.
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A tier one cluster
This has the following features:

�‡�� HA setup to handle failure of two hosts to allow for a host failure during 
another host maintenance

�‡�� Better host �K�D�U�G�Z�D�U�H���V�S�H�F�L�À�F�D�W�L�R�Q�V���W�R���H�Q�K�D�Q�F�H���D���9�0�
�V���S�H�U�I�R�U�P�D�Q�F�H���D�Q�G��
availability running on it

�‡�� Ensure maintaining a low level of overcommitment

A tier two cluster
This has the following features:

�‡�� HA setup for handling one host's failure

�‡�� A higher level of overcommitment than tier one is allowed

A management cluster
This has the following features:

�‡�� A three-host cluster (some customers' sites might require larger management 
clusters, whereas other sites might not be large enough to justify the cost)

�‡�� HA setup for handling failure of one host

�‡�� Host only management VMs, including vCenter, vCenter Operation 
Manager, AD,DNS, printer server SSO, and other management components

The preceding three cluster types will be the dominant types for each site where 
some sites might require more than one cluster of a certain type, to handle any one of 
these: a large number of VMs, multiple locations, or compliance. Certain customers' 
sites will require a separate cluster for certain applications to meet compliance or for 
�V�S�H�F�L�D�O���F�R�Q�À�J�X�U�D�W�L�R�Q�V��

The size of the clusters at the customer will vary from site to site, depending on the 
number of VMs it will need to host and their setup hardware capabilities.
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For customer sites where VAAI is not supported, it is recommended that 
you limit the cluster size so as not to cause VMFS locking contention. 
It is good practice to cut clusters in a way that will allow them to grow 
it in the future. It is recommended to start with no more than 16 hosts 
per cluster so as to allow enough room to grow the cluster as the VMs 
workload increase. It is also recommended to stop adding VMs to the 
cluster after 24 hosts to keep enough room for future growth of the 
currently hosted VMs. So, we design how many clusters will implement. 
Just focus on the infrastructure limit, application HA and performance 
demand, and the company management policy.

vSphere HA
VMware HA is a mechanism within an ESXi cluster that provides high availability 
for virtual machines. VMware HA continuously monitors the availability of all ESXi 
hosts in the cluster. If it detects that an ESXi host is not available, it will ensure that 
the virtual machines that were on that host will be restarted on different hosts in the 
cluster. This is made possible by the fact that all ESXi hosts in the cluster make use 
�R�I���V�K�D�U�H�G���V�W�R�U�D�J�H�����7�K�H���À�O�H�V���R�I���W�K�H���Y�L�U�W�X�D�O���P�D�F�K�L�Q�H�V���D�U�H���O�R�F�D�W�H�G���R�Q���W�K�H���V�K�D�U�H�G���V�W�R�U�D�J�H����
All ESXi hosts can, at all times, these virtual machines and, if necessary, take control 
�R�I���W�K�H�V�H���À�O�H�V�����7�K�L�V���P�D�N�H�V���V�X�U�H���W�K�D�W���9�0�Z�D�U�H���+�$���F�D�Q���U�H�V�W�D�U�W���D���Y�L�U�W�X�D�O���P�D�F�K�L�Q�H���R�Q��
another ESXi host. Also note that all ESXi hosts can supply the same network to a 
virtual machine.

However, we are designing the vSphere HA cluster. So don't just consider whether 
�W�K�H���K�R�V�W���V�H�W�W�L�Q�J���L�V���À�W���I�R�U���+�$�����E�X�W���D�O�V�R���F�R�Q�V�L�G�H�U���W�K�H���U�H�V�R�X�U�F�H���D�Q�G���F�K�H�F�N���Z�K�H�W�K�H�U���L�W���À�W�V��
the HA needs.

�Y�&�H�Q�W�H�U���+�$���X�V�H�V�����D�G�P�L�V�V�L�R�Q���F�R�Q�W�U�R�O�����W�R���P�D�N�H���V�X�U�H���W�K�D�W���V�X�I�À�F�L�H�Q�W���U�H�V�R�X�U�F�H�V���D�U�H��
available within a cluster to ensure failover. Also, "admission control" ensures  
�W�K�D�W���U�H�V�H�U�Y�D�W�L�R�Q�V���W�K�D�W���D�U�H���L�V�V�X�H�G���W�R���Y�L�U�W�X�D�O���P�D�F�K�L�Q�H�V���F�D�Q���E�H���I�X�O�À�O�O�H�G���L�Q���W�K�H���H�Y�H�Q�W�� 
of a failover.

In order to guarantee this, HA makes use of an admission control policy. This  
policy calculates the capacity that should be available at all times within the cluster. 
If this guarantee cannot be met, the HA cluster will not allow a virtual machine to  
be started.
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The following is a brief description of the admission control policies that are 
available within vSphere. It is according to this formula: �3�U�R�G�X�F�W�L�R�Q�������)�D�L�O�R�Y�H�U��� ���7�R�W�D�O��
���F�O�X�V�W�H�U���U�H�V�R�X�U�F�H��.

Admission control policy �'�H�V�F�U�L�S�W�L�R�Q

Host failures cluster 
tolerates

This policy ensures that there is always sufficient capacity 
available for the failure of �;  hosts. Here, �;  is the number of 
hosts that can be configured. The slot as one unit to calculate 
the CPU and memory resource consume.

Percentage of cluster 
resources reserved

The specified percentage of the total number of resources 
available for a cluster has to be reserved for HA.

Failover host Here, a specific host is designated to act as a failover host in 
the event of a failure. This host is active in the cluster, but no 
virtual machines will be placed on it.

Useful tips
With "host failover", only one host in the cluster can be assigned the failover 
capacity. For small cluster sizes, this should not be a problem, but if the cluster size 
increases, the need for more failover capacity will also increase in order to be able to 
deal with failures.

The "host cluster tolerates failures" admission control policy is able to reserve 
more host capacity to accommodate HA in the event of a failure. However, the 
disadvantage of this policy is the way the failover capacity is calculated. The 
calculation assumes a worst-case scenario that, in most cases, results in the following: 
admission control no longer allows running virtual machines to the cluster because 
�R�I���W�K�H���J�X�D�U�D�Q�W�H�H�V���L�W���Z�D�Q�W�V���W�R���J�L�Y�H���W�K�H���E�H�Q�H�À�W���R�I���+�$�����Z�K�L�O�H���W�K�H�U�H���D�U�H���V�W�L�O�O���H�Q�R�X�J�K��
resources available. The policy is to use the Slot as a unit to calculate the CPU or 
memory. We must be very clear of each application to the actual memory and 
CPU, and then set the slot. So it is very accurate statistics about the number of the 
virtual machine in the cluster, and clear the current slot can use, has been in use for 
�K�R�Z���P�D�Q�\�����K�R�Z���P�X�F�K���L�Q���W�R�W�D�O�����5�H�V�R�X�U�F�H���J�U�D�Q�X�O�D�U�L�W�\���L�V���V�P�D�O�O�����Q�R�W���Á�H�[�L�E�O�H���U�H�V�R�X�U�F�H�V��
adjustment in future.

�7�K�H�����3�H�U�F�H�Q�W�D�J�H���R�I���&�O�X�V�W�H�U���5�H�V�R�X�U�F�H�V�����D�G�P�L�V�V�L�R�Q���F�R�Q�W�U�R�O���S�R�O�L�F�\���X�V�H�V���D���P�R�U�H���Á�H�[�L�E�O�H��
way of HA failover resource calculation. Due to the fact that percentages are used 
in this calculation, it will also grow if the cluster size grows. Hence, the choice was 
made to use this admission control policy. In most production environments, all the 
virtual machines have different reservation settings, so we cannot exactly calculate 
the standard resource consume unit. Just choose that policy.
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�7�K�H���O�D�V�W���S�R�O�L�F�\���I�R�U�����D�G�P�L�V�V�L�R�Q���F�R�Q�W�U�R�O�����L�V���I�D�L�O�R�Y�H�U���K�R�V�W�����L�V���V�S�H�F�L�À�H�G���I�D�L�O�R�Y�H�U���K�R�V�W���L�Q��
cluster, normally don't have any virtual machine is running. Once the machine has 
crashed, the virtual machine restarts, like the traditional Lord for cluster pattern. 
This is a waste of resources.

So use this policy just follow the company enforce policy.

vSphere FT
If VMs in a particular cluster require being FT protected, then an extra distributed 
switch with two uplinks and an FT port group will need to be added, where 
VMkernel FT virtual adapters will be attached.

�$�O�O���Y�L�U�W�X�D�O���P�D�F�K�L�Q�H�V���W�R���E�H���S�U�R�W�H�F�W�H�G���E�\���)�7���K�D�Y�H���R�Q�O�\���R�Q�H���Y�&�3�8���D�Q�G���G�L�V�N�V���F�R�Q�À�J�X�U�H�G��
as eager-zeroed, also called thick provisioned (not thin provisioned). An eager-zeroed 
thick disk has all of the space allocated and zeroed out at the time of creation. This 
takes somewhat longer for its creation.

FT with DRS are enabled. This process allows fault-tolerant virtual machines 
�W�R���E�H�Q�H�À�W���I�U�R�P���E�H�W�W�H�U���L�Q�L�W�L�D�O���S�O�D�F�H�P�H�Q�W���D�Q�G���W�R���E�H���L�Q�F�O�X�G�H�G���L�Q���W�K�H���F�O�X�V�W�H�U�
�V���O�R�D�G��
balancing calculations.

Enable the Enhanced vMotion Compatibility  (EVC) feature. Because 
a pair of Gigabit Ethernet ports can support four FT-protected virtual 
machines per host an average, you will need to watch out for the 
capacity of your FT-enabled clusters. If your environment has the 
application requirement to protect as use MSCS solution, you can use 
the FT to protect is simple.

vSphere DRS
ESXi hosts are bundled together in a cluster under VMware vSphere to make better 
use of the capacity. A cluster can be seen as a logical collection of resources, which 
can then be distributed over the virtual machines. Distributed Resource Scheduler 
(DRS) is a mechanism, together with vMotion technology, that ensures that the 
available resources of the ESXi hosts in the cluster are effectively distributed over  
the hosted virtual machines.
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DRS is an infrastructure service within vCenter Server. vCenter Server is a 
requirement for the use of DRS. DRS communicates with all the hosts in the cluster 
and looks at the resource requirements of various virtual machines hosted within 
the cluster. It tries to satisfy the resource needs of the virtual machine. If this fails on 
a particular host, the virtual machine will be moved using vMotion to another host 
that has more resources available. In this way, DRS tries to ensure that the virtual 
machines are balanced over the available ESXi hosts and, therefore, the resources  
are evenly distributed within the cluster.

DRS automation levels
DRS is a feature that can operate autonomously within the ESXi cluster. With the 
�$�X�W�R�P�D�W�L�R�Q���/�H�Y�H�O�����W�K�H���O�H�Y�H�O���R�I���D�X�W�R�Q�R�P�\���F�D�Q���E�H���F�R�Q�À�J�X�U�H�G���I�R�U���'�5�6�����'�5�6���O�R�R�N�V���D�W���V�H�W��
intervals at the resources that are used within the cluster. Using resource calculation, 
it then generates recommendations for moving virtual machines between ESXi hosts. 
The Automation Level indicates the degree of autonomy that DRS has to execute the 
recommendations in the cluster.

The following table mentions the automation levels and what they mean:

Automation level �'�H�V�F�U�L�S�W�L�R�Q

Manual DRS generates recommendations for the initial placement of 
virtual machines within the cluster, and generates migration 
recommendations for virtual machines within the cluster. 
However, all of this is done manually.

Partially automated DRS makes the initial placement of the virtual machines on 
the ESXi hosts. Migration recommendations are not executed 
automatically; they must be implemented manually.

Fully automated All recommendations by DRS, for both initial placement and 
migration, are automatically executed.

Besides the automation level, the migration threshold can also be set. This 
�F�R�Q�À�J�X�U�D�W�L�R�Q���V�H�W�V���W�K�H�����H�[�S�H�F�W�D�W�L�R�Q���I�R�U���S�H�U�I�R�U�P�D�Q�F�H���J�D�L�Q�V�������Z�K�L�F�K���F�D�Q���E�H�� 
achieved by the migration of virtual machines.

�7�K�H���I�R�O�O�R�Z�L�Q�J���À�J�X�U�H���D�Q�G���W�D�E�O�H���V�K�R�Z���K�R�Z���W�K�H���P�L�J�U�D�W�L�R�Q���W�K�U�H�V�K�R�O�G works:
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Migration threshold �'�H�V�F�U�L�S�W�L�R�Q

Conservative DRS will only redistribute virtual machines over ESXi 
hosts based on cluster requirements, such as maintenance 
and host affinity rules

Moderate-conservative DRS will redistribute virtual machines over those ESXi 
hosts where the expected performance improvement is at 
least very good or the observance meets the conditions set 
for conservative migration

Moderate DRS will redistribute virtual machines over ESXi hosts 
where the expected performance improvement is at 
least good or the observance of the observance meets the 
conditions set for moderate-conservative migration

Moderate-aggressive DRS will redistribute virtual machines over ESXi hosts 
where the expected performance improvement is at least 
reasonable or the observance meets the conditions set for 
moderate migration

Aggressive All DRS migration recommendations will be executed

Manual execution of the migration recommendations generated by 
DRS is a very labor-intensive task. Each recommendation should 
be approved within the cluster. If your production environment 
has a large number of VMs, it becomes a very labor-extensive task 
to manage. So, we'd better set the cluster to fully automated, and 
individual machines can be set to manual or partially automated. 
The migration threshold should be set to Moderate.

DRS rules
DRS has two types of rules that can be �F�R�Q�À�J�X�U�H�G���D�O�R�Q�J�V�L�G�H���S�R�O�L�F�L�H�V�����5�X�O�H�V���G�L�F�W�D�W�H��
that a certain dependency must be met in the cluster, as stated here:

�'�5�6���U�X�O�H Specification

The VM-VM affinity 
rule

This is a dependency between two virtual machines. It can be a 
rule indicating that both virtual machines always have to be on 
the same ESXi host. This is the so-called affinity rule. But it may 
also indicate that two virtual machines are never to be placed on 
the same ESXi host. Then it is called an anti-affinity rule. 

The VM-host affinity 
rule

The VM-host affinity rule relates to a virtual machine or group 
of virtual machines that always need to be hosted on a specific 
ESXi host or group of ESXi hosts.
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�7�K�H���9�0���9�0���D�I�À�Q�L�W�\���U�X�O�H���L�V���V�H�W���W�R���N�H�H�S���W�K�H���9�0���L�Q���W�K�H���V�D�P�H���K�R�V�W���E�H�F�D�X�V�H���R�I���K�H�D�Y�\��
communication, just like a web server that always has to be on the same ESXi host as 
�W�K�H���G�D�W�D�E�D�V�H���V�H�U�Y�H�U�����E�H�F�D�X�V�H���R�I���S�H�U�I�R�U�P�D�Q�F�H�����$�Q���D�Q�W�L���D�I�À�Q�L�W�\���U�X�O�H���L�V���V�H�W���W�R���V�H�S�D�U�D�W�H��
the VM on different hosts because of HA, just similar to the exchange server and 
database server that never may be hosted on the same ESXi host. All of the chassis 
must be supplied by the same vendor.

Rack server modularity offers both advantages and disadvantages.

Here are its advantages:

�‡�� Supplies more I/O expansion capability

�‡�� Easy to heat dissipation

�‡�� The rack server can be supplied by a different vendor

The following are its disadvantages:

�‡�� Takes up a lot of space, and a lot of cable management is needed

�‡�� More cost on DVD and fans

Now that you know their strengths and weaknesses, the 
design can be considered according to the demand. But no 
matter what you choose—blade or rack architecture—it 
must satisfy the VMware hardware compatibility list.

Convention for naming a host
Many technical consultants don't pay attention to consider the design scheme of 
a host name, but host name for the operational management is very important, so 
please name the host according to the following rule:

Use simple, descriptive, easy-to-understand host names. A standardized naming 
convention results in easier management, troubleshooting, and use, all of which 
reduce operational expenses. For example, esxi-<locationcode-##>.<domain.
name>, esxi-shanghai02.test.com .
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A vSphere virtual datacenter design 
example
The case background is as follows: A customer need software life cycle management 
wants to move to version 5 of the VMware vSphere platform. All of vSphere's 
�I�H�D�W�X�U�H�V���Z�L�O�O���E�H���X�V�H�G���W�R���F�U�H�D�W�H���D���Á�H�[�L�E�O�H�����G�\�Q�D�P�L�F�����D�Q�G���V�R�O�L�G���Y�L�U�W�X�D�O���L�Q�I�U�D�V�W�U�X�F�W�X�U�H����
This virtual infrastructure will be used as the foundation for the private cloud. The 
customer is challenged by several business initiatives when it comes to delivering 
IT services to their customers. The customer needs to create business agility while 
keeping the IT budget under control—"do more with less." This requires a virtual 
�L�Q�I�U�D�V�W�U�X�F�W�X�U�H���W�K�D�W���L�V���Á�H�[�L�E�O�H���D�Q�G���V�F�D�O�D�E�O�H���D�Q�G���F�D�Q���J�U�R�Z���D�W���W�K�H���V�D�P�H���S�D�F�H���D�V���W�K�H��
business requirements. An architectural design that takes future growth into  
account needs to be delivered.

�9�L�U�W�X�D�O�L�]�D�W�L�R�Q���L�V���V�S�H�F�L�À�F�D�O�O�\���G�H�V�L�J�Q�H�G���I�R�U���F�U�H�D�W�L�R�Q���R�I���D�Q���H�Q�Y�L�U�R�Q�P�H�Q�W���W�K�D�W���F�D�Q���P�H�H�W��
these needs. By using virtualization technology, it is possible for the different layers 
within the IT infrastructure to work independently. The customer has been doing this 
for quite some time now, and has built a foundation with their virtual infrastructure.

This allows the Infrastructure-as-a-Service  (IaaS) to supply the end user 
organization. IaaS is next to Software-as-a-Service (SaaS) and Platform-as-a-Service 
(PaaS), one of the three layers of the cloud model.

The design is as follows.

vSphere HA cluster.

The "percentage of cluster resources reserved" admission control policy has been 
selected for this customer. This policy is preferred over the other two admission 
�F�R�Q�W�U�R�O���S�R�O�L�F�L�H�V���I�R�U���Á�H�[�L�E�O�H���L�P�S�O�H�P�H�Q�W�D�W�L�R�Q���R�I���W�K�H���S�R�O�L�F�\���F�R�Q�W�U�R�O���P�H�F�K�D�Q�L�V�P��

The customer will get a standard cluster size of 16 ESXi hosts per cluster. The 
functional requirement is a failure capacity reservation that is a minimum of two ESXi 
hosts per cluster. For the standard cluster size, that means 12.5 percent. However, it is 
�Q�R�W���S�R�V�V�L�E�O�H���Z�L�W�K�L�Q���Y�&�H�Q�W�H�U���W�R���F�R�Q�À�J�X�U�H���K�D�O�I���D���S�H�U�F�H�Q�W�D�J�H�����V�R���W�K�H�U�H���Z�L�O�O���E�H���D���V�W�D�Q�G�D�U�G��
�R�I�������������Z�K�L�F�K���L�V���V�S�H�F�L�À�H�G���D�V���W�K�H���D�G�P�L�V�V�L�R�Q���F�R�Q�W�U�R�O���S�R�O�L�F�\���S�H�U�F�H�Q�W�D�J�H���F�R�Q�À�J�X�U�D�W�L�R�Q��
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�7�K�H���+�$���F�R�Q�À�J�X�U�D�W�L�R�Q��

Attribute Specification

Enable host monitoring Yes

Admission control Enable

Admission control policy The percentage of cluster resources

Percentage HA failover 13 percent

VM restart priority Medium

Isolation response Leave the power on

VM monitoring VM monitoring only

Monitoring sensitivity High

vSphere DRS cluster.

�7�K�H���I�R�O�O�R�Z�L�Q�J���W�D�E�O�H���O�L�V�W�V���W�K�H���'�5�6���F�R�Q�À�J�X�U�D�W�L�R�Q��

Attribute Specification

Automation level Fully automated

Migration threshold Moderate

Virtual machine options Enabled

Summary
In this chapter, you learned how to design a vSphere virtual data center. When you 
have all of the knowledge about this, you can continue to learn much more about  
the new IT infrastructure, SDDC.
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live production environments.

3. Explore the vast opportunities available to fully 
leverage your virtualization infrastructure.
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vSphere Virtual Machine 
Management
ISBN: 978-1-78217-218-5             Paperback: 326 pages

Create vSphere virtual machines, manage 
performance, and explore advanced capabilities

1. Create virtual machines using the wizard, 
cloning, deploying from a template, and using 
OVF templates.

2. Manage multi-tiered applications using vApps.

3. Learn how to optimise virtual machine 
performance and resource allocation.
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Become a master at troubleshooting and solving 
common storage issues in your vSphere environment

1. Identify key issues that affect vSphere storage 
visibility, performance, and capacity.

2. Comprehend the storage metrics and statistics 
that are collected in vSphere.

3. Get acquainted with the many vSphere features 
that can proactively protect your environment.
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