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The use of logic in databases started in the late 1960s. In the early 1970s, Codd formalized databases in terms of the relational calculus and the relational algebra. A major influence on the use of logic in databases was the development of the field of logic programming. Logic provides a convenient formalism for studying classical database problems.

For a long time, relational calculus and algebra were considered the relational database languages. However, there are simple operations, such as computing the transitive closure of a graph, which cannot be expressed with these languages. Datalog is a declarative query language for relational databases based on the logic programming paradigm. From a syntactical standpoint, an important difference between Datalog and logic programs is that function symbols are not allowed in Datalog. One of the peculiarities that distinguishes Datalog from query languages like relational algebra and calculus is recursion, which gives Datalog the capability to express queries like computing a graph transitive closure.

Recent years have witnessed a revival of interest in Datalog in a variety of emerging application domains such as data integration, information extraction, networking, program analysis, security, cloud computing, ontology reasoning, and many others.

The aim of this book is to present the basics of Datalog, its extensions, and recent applications to different domains.

This book starts with a brief review of first-order logic, the relational model, and complexity classes in Chapter 2.

Chapter 3 introduces the syntax and different (equivalent) semantics of the Datalog language. Moreover, simple algorithms for the evaluation of Datalog queries are presented. Complexity and expressive power are analyzed as well.

Then, different extensions are considered, namely negation, functions symbols, and aggregates. Each of them is addressed in a separate chapter.

In Chapter 4, we first consider negation, which is an important feature to formalize common sense reasoning in knowledge representation, as it enables us to express nonmonotonic queries. Different increasingly liberal restrictions on the use of negation are considered, starting from different notions of “stratification” and ending with an arbitrary, or “unstratified,” use of negation. For the latter, two different well-known semantics are presented, namely the stable model and the well-founded semantics. Then, we consider Datalog extended with a limited form a negation embedded in the choice construct. We also briefly discuss the extension of Datalog with disjunction.
2 1. INTRODUCTION

In Chapter 5, Datalog is extended to include function symbols. Function symbols are widely acknowledged as an important feature, as they often make modeling easier and the resulting encodings more readable and concise. Unfortunately, the main problem with their introduction in Datalog is that the least model of a program can be infinite and thus the bottom-up program evaluation might not terminate. The chapter reports on recent research on identifying classes of programs allowing only a restricted use of function symbols while ensuring finiteness and computability of the least model.

In Chapter 6, another important feature of query languages is considered, namely aggregates. The most common aggregate operators are considered and we show how they help express optimization problems.

In Chapter 7, we report techniques that take advantage of the information in Datalog queries to make their evaluation more efficient. The first technique is the well-known magic-sets rewriting method, which consists of rewriting a Datalog query into an equivalent one that combines the advantages of the bottom-up and top-down evaluation strategies. The second technique applies to a special class of Datalog queries, called chain queries.

Finally, Chapter 8 briefly illustrates the use of Datalog in different current database applications.
A database is a collection of data organized to model relevant aspects of reality and to support processes requiring this information.

A database model is a formalism to describe how data are structured and used. It provides the means for specifying particular data structures, for constraining the data associated with these structures, and for manipulating the data. The most popular example of a database model is the relational model, although several other data models have been proposed and are currently used. The relational model was introduced by E. F. Codd in 1970 [Codd, 1970] as a way to make Database Management Systems (DBMSs) independent of any particular application.

Logic and databases have gone a long way together since the beginning of the relational data model itself. One of the first relational database query languages, namely the relational calculus, is a fragment of first-order logic. Logic provides a convenient formalism for studying classical database problems.

In this chapter, we report the basics of first-order logic, relational model, relational query languages, data dependencies, and complexity classes.

2.1 FIRST-ORDER LOGIC
In this section, we report syntax and the Herbrand semantics of classical first-order predicate logic.

2.1.1 SYNTAX
A first-order language consists of an alphabet and all formulas that can be built from it. An alphabet consists of the following classes of symbols:

• a set of variables;
• a set of constants;
• a set of function symbols;
• a set of predicate symbols;
• the connectives ¬ (negation), ∨ (disjunction), ∧ (conjunction), → (implication), and ↔ (equivalence);
• the quantifiers ∃ (there exists) and ∀ (for all); and
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• the parentheses “(” and “)”, and the comma “,”.

Each predicate and function symbol is associated with a fixed \textit{arity} (i.e., the number of arguments), which is a non-negative integer for predicate symbols and a positive integer for function symbols (the role of function symbols with arity 0 is played by the constants). Thus, the sets of connectives, quantifiers, and parentheses are fixed. We also assume that the set of variables is infinite and fixed. The sets of constants, function symbols, and predicate symbols may vary and determine different first-order languages.

\textit{Terms} are recursively defined as follows:

• a constant is a term;
• a variable is a term;
• if \( f \) is a function symbol of arity \( m \) and \( t_1, \ldots, t_m \) are terms, then \( f(t_1, \ldots, t_m) \) is a term.

\textit{Formulas} are recursively defined as follows:

• if \( p \) is a predicate symbol of arity \( n \) and \( t_1, \ldots, t_n \) are terms, then \( p(t_1, \ldots, t_n) \) is a formula (also-called \textit{atom});
• if \( F \) and \( G \) are formulas, then so are \( \neg F \), \( F \land G \), \( F \lor G \), \( F \rightarrow G \), and \( F \leftrightarrow G \); and
• if \( F \) is a formula and \( X \) is a variable, then \( \forall X F \) and \( \exists X F \) are formulas.

An atom of the form \( p(t_1, \ldots, t_n) \) will be also-called a \textit{p-atom}. In the following, a formula \( (F \rightarrow G) \) will be written also as \( (G \leftarrow F) \). Some well-known binary function symbols (e.g., \( + \)) and predicate symbols (e.g., \( = \)) are written in infix notation, that is, the symbol is written between the arguments. In order to avoid an excessive use of parentheses, we introduce a \textit{binding order} among the connectives and the quantifiers: we assume that \( \neg, \exists, \) and \( \forall \) bind stronger than \( \land \) which in turns binds stronger than \( \lor \) which binds stronger than \( \rightarrow \) and \( \leftrightarrow \). We also assume that \( \lor, \land, \rightarrow, \) and \( \leftrightarrow \) \textit{associate to the right}. A formula of the form \( \forall X_1 \ldots \forall X_n F \) will be also written as \( \forall X_1, \ldots, X_n F \), and likewise for the existential quantifier \( \exists \). Thus, for instance, the formula\(^1\)

\[ \forall X \forall Y ((p(X) \land \neg r(Y)) \rightarrow (\neg q(X) \lor (q(X) \lor s(Y)))) \]

can be rewritten as

\[ \forall X, Y (p(X) \land \neg r(Y) \rightarrow (\neg q(X) \lor (q(X) \lor s(Y)))) \]

which can be in turn rewritten as the following formula because we are assuming that \( \lor \) associates to the right

\[ \forall X, Y (p(X) \land \neg r(Y) \rightarrow \neg q(X) \lor q(X) \lor s(Y)). \]

\(^1\)Here \( p, q, r, \) and \( s \) are predicate symbols.
A term or formula is ground if no variables appear in it.

The scope of $\forall X$ (resp. $\exists X$) in the formula $\forall XF$ (resp. $\exists XF$) is $F$. A bound occurrence of a variable in a formula is an occurrence immediately following a quantifier, or an occurrence within the scope of a quantifier of the variable immediately after the quantifier. Any other occurrence of a variable is free. A formula without free variable occurrences is called a sentence. Thus, for instance, in the formula

$$\exists Xp(X, Y) \land q(X)$$

the first two occurrences of $X$ are bound, while the third one is free, because the scope of $\exists X$ is $p(X, Y)$. The occurrence of $Y$ is free. In the formula

$$\exists X(p(X, Y) \land q(X))$$

all occurrences of $X$ are bound because the scope of $\exists X$ is $p(X, Y) \land q(X)$. The occurrence of $Y$ is free. Neither of the previous two formulas is a sentence as they have a free variable occurrence.

The formula

$$\exists X(p(X, X) \land q(X))$$

is a sentence because it does not have free variable occurrences (the only variable in the formula is $X$ and all its occurrences are bound).

Logic Programs. Logic programs are sets of certain formulas of a first-order language. A rule is a formula of the following form:

$$\forall X_1 \ldots \forall X_m A_1 \lor \cdots \lor A_k \lor \neg L_1 \lor \cdots \lor \neg L_n,$$

where the $A_i$'s are atoms, the $L_j$'s are literals, and $X_1, \ldots, X_m$ are all the variables occurring in the formula's atoms and literals. The rule above can be written in the following special form (where all variables are implicitly assumed to be universally quantified at the front of the rule):

$$A_1 \lor \cdots \lor A_k \leftarrow L_1 \land \cdots \land L_n.$$

A logic program is a finite set of rules. With any logic program $P$ we can associate a first-order language $L_P$ whose constants, function symbols, and predicate symbols are exactly those occurring in $P$.

A fact is a ground rule with $k = 1$ and $n = 0$, that is, a rule of the form

$$p(t_1, \ldots, t_k) \leftarrow,$$

where the $t_i$'s are ground terms. For notational simplicity, we will often write this fact simply as

$$p(t_1, \ldots, t_k);$$

that is, we drop the symbol $\leftarrow$. 
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2.1.2 HERBRAND SEMANTICS

Let \( L \) be a first-order language whose set of constants is not empty. The Herbrand universe \( U_L \) of \( L \) is the possibly infinite set of ground terms which can be built using constants and function symbols of \( L \). The Herbrand base \( B_L \) of \( L \) is the (possibly infinite) set of ground atoms which can be built using predicate symbols of \( L \) and ground terms in \( U_L \). A Herbrand interpretation (or simply interpretation in the following) for \( L \) is a subset of the Herbrand base \( B_L \).

In order to define the notion of satisfaction of a formula by an interpretation, we need the notion of variable assignment to accommodate variables occurring free in formulas. A variable assignment is a function assigning each variable to an element of \( U_L \) and each element of \( U_L \) to itself. Given a variable assignment \( \sigma \), a variable \( X \), and a ground term \( t \) in \( U_L \), we use \( \sigma[X/t] \) to denote the variable assignment that is the same as \( \sigma \) except that \( \sigma(X) = t \). Below we define when an interpretation \( I \) satisfies a formula \( F \) w.r.t. a variable assignment \( \sigma \), denoted \( I \models_\sigma F \).

Let \( I \) be an interpretation, \( \sigma \) a variable assignment, \( F \) and \( G \) formulas. Then,

- if \( F \) is an atom \( p(t_1, \ldots, t_n) \), then \( I \models_\sigma F \) iff \( p(\sigma(t_1), \ldots, \sigma(t_n)) \in I \);
- \( I \models_\sigma \neg F \) iff \( I \models_\sigma F \) does not hold;
- \( I \models_\sigma F \lor G \) iff \( I \models_\sigma F \) or \( I \models_\sigma G \); and
- \( I \models_\sigma \forall X F \) iff \( I \models_\sigma[X/t] F \) for every \( t \in U_L \).

We now define when \( I \) satisfies other kinds of formulas not mentioned above w.r.t. \( \sigma \) by expressing the remaining connectives and the quantifier \( \exists \) in terms of \( \neg, \lor, \wedge, \forall \):

- \( F \wedge G \) is rewritten as \( \neg(\neg F \lor \neg G) \);
- \( F \rightarrow G \) is rewritten as \( \neg F \lor G \);
- \( F \leftrightarrow G \) is rewritten as \( (F \rightarrow G) \land (G \rightarrow F) \), which is rewritten as \( (\neg F \lor G) \land (\neg G \lor F) \); and
- \( \exists X F \) is rewritten as \( \neg \forall X \neg F \).

The difference between variables occurring free (for which the considered variable assignment is relevant) and those which are not is important. When interpreting a formula, the only bindings we need to know are those of free variables; we can change any of other bindings and still get the same result.

More formally, given an interpretation \( I \), a formula \( F \), and two variable assignments \( \sigma_1 \) and \( \sigma_2 \) agreeing on the variables occurring free in \( F \), the following holds: \( I \models_{\sigma_1} F \) iff \( I \models_{\sigma_2} F \). As a consequence, if \( F \) is a sentence, then \( I \models_{\sigma_1} F \) iff \( I \models_{\sigma_2} F \) for any two variable assignments \( \sigma_1 \) and \( \sigma_2 \). Thus, when \( F \) is a sentence, we use \( I \models F \) to denote that \( I \models_{\sigma} F \) for any variable assignment \( \sigma \). In such a case, we also say that \( I \) is a model for \( F \) (or \( F \) is true in \( I \)). Given a set \( S \) of sentences and an interpretation \( I \), we say that \( I \) is a model of \( S \) iff \( I \) is a model of every
sentence in $S$. We say that $S$ is *satisfiable* if there exists a model for it, otherwise it is *unsatisfiable or inconsistent*. If every interpretation is a model of $S$ then $S$ is *valid*.

Given another set of sentences $S'$, we say that $S$ *semantically implies* $S'$, denoted $S \models S'$, iff every model of $S$ is also a model of $S'$. Finally, $S$ and $S'$ are *semantically equivalent* iff $S \models S'$ and $S' \models S$.

## 2.2 RELATIONAL MODEL

We assume the existence of the following pairwise disjoint sets: a set of *constants*, a set of *attributes*, and a set of *relation names*. The set of constants is called *database domain* and will be denoted as $C$. Each attribute $A$ is associated with a set of constants called the *attribute domain* and denoted as $\text{dom}(A)$. Each relation name $r$ has an *arity* $n$, which is a natural number, and is associated with a finite sequence of $n$ attributes $A_1, \ldots, A_n$. A *relation schema* is of the form $r(A_1, \ldots, A_n)$. A relation $R$ over $r(A_1, \ldots, A_n)$ is a finite subset of $\text{dom}(A_1) \times \cdots \times \text{dom}(A_n)$. Each element of $R$ is called a *tuple*. Given a tuple $t = (a_1, \ldots, a_n)$ in $R$, we use $t[A_i]$ to denote $a_i$. Likewise, for a sequence $X$ of attributes $A_{i_1}, \ldots, A_{i_m}$, $t[X]$ denotes the tuple $(t[A_{i_1}], \ldots, t[A_{i_m}])$. Intuitively, $R$ can be seen as a table where each row is a tuple of $R$, each column refers to an attribute $A_i$ and the values contained in the $i$-th column are taken from the attribute domain $\text{dom}(A_i)$.

A database schema is a set $\{S_1, \ldots, S_m\}$ of relation schemas; a *database instance* (or simply database) $D$ over such a schema is a finite set of relations $\{R_1, \ldots, R_m\}$ where each $R_i$ is a relation over schema $S_i$. If schema $S_i$ is of the form $r_i(A_1, \ldots, A_n)$, the *extension* or *instance* of relation name $r_i$ in $D$ is $R_i$.

Query languages are introduced to derive information from databases. A *query* is a function that takes as input a database (over a fixed input schema) and gives as output another database (over a fixed output schema). Queries can be expressed by means of a given query language, such as the *relational algebra*, the *relational calculus*, SQL (Structured Query Language), or Datalog. The expressive power of a language is measured in terms of the set of queries that can be expressed using the language—for this purpose, queries have to be *generic*, that is, invariant under renamings of the database domain.

Next, we present the relational algebra and the relational calculus.

### 2.2.1 RELATIONAL ALGEBRA

The relational algebra extends the algebra of sets and consists of five primitive operators defined below. Consider two relation schemas $r(A_1, \ldots, A_n)$ and $s(B_1, \ldots, B_m)$ and let $R$ and $S$ be two relations over the first and second schema, respectively. The primitive relational algebra operators are defined as follows:

- **Cartesian product**: $R \times S = \{(r_1, \ldots, r_n, s_1, \ldots, s_m) \mid (r_1, \ldots, r_n) \in R \land (s_1, \ldots, s_m) \in S\}$;
- **Union**: $R \cup S = \{t \mid t \in R \lor t \in S\}$;
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- **Difference**: \( R - S = \{ t \mid t \in R \land t \notin S \} \);

- **Projection**: \( \pi_X(R) = \{ t[X] \mid t \in R \} \), where \( X \) is a sequence of attributes among \( A_1, \ldots, A_n \); and

- **Selection**: \( \sigma_F(R) = \{ t \mid t \in R \land F(t) \} \). Here \( F \) is an expression built using the logical connectives \( \lor, \land, \neg \), and atomic expressions of the form \( E_1 \ op \ E_2 \) where \( op \) is a comparison operator, whereas \( E_1 \) and \( E_2 \) are constants or attributes names. \( F(t) \) denotes the true/false value given by evaluating expression \( F \) over tuple \( t \).

The relational algebra defined above is also-called *named*, since attribute names are used in the relational algebra operators. In the *unnamed* relational algebra attributes are referred to by their positions in the relation schema. So, in the projection and selection operators, we can refer to an attribute \( A_i \) of a relation \( R \) over schema \( r(A_1, \ldots, A_n) \) using the expression \( $i \) instead of \( A_i \).

Several derived operators have been defined as well. Derived operators do not increase the expressive power of the language (i.e., they do not allow us to express more queries), but are introduced to make expressions more comprehensible and their evaluation more efficient. For instance, the derived operators intersection and join are defined as follows:

- **Intersection**: \( R \cap S = \{ t \mid t \in R \land t \in S \} = R - (R - S) = S - (S - R) \); and

- **Join**: \( R \bowtie_F S = \{ (r_1, \ldots, r_n, s_1, \ldots, s_m) \mid (r_1, \ldots, r_n) \in R \land (s_1, \ldots, s_m) \in S \land F(r_1, \ldots, r_n, s_1, \ldots, s_m) = \sigma_F(R \times S) \} \), where \( F \) is a selection expression (here we are assuming that the schemas of \( K \) and \( S \) have no common attribute).

In the unnamed relational algebra, the atomic expressions of \( F \) are of the form \( $i \ op \ $j \), with \( 1 \leq i \leq n \) and \( 1 \leq j \leq m \), that is, \( $i \) refers to an attribute of \( R \) and \( $j \) refers to an attribute of \( S \). Thus, \( R \bowtie_{\$F} S = \sigma_{F'}(R \times S) \) where \( F' \) is obtained from \( F \) by replacing each atomic expression \( $i \ op \ $j \) with \( $i \ op \ $\(n+j\).

**Example 2.1** Suppose to have two relations Employee and Department over relation schemas employee(EmpId, EmpName, Dept) and department(DeptId, DeptName), respectively. The query asking for the names of the employees who work in the department **physics** can be expressed in the named relational algebra as:

\[ \pi_{\text{EmpName}}(\text{Employee} \bowtie_{\text{DeptId}=\text{DeptId}} (\sigma_{\text{DeptName}=\text{physics}}(\text{Department}))) \].

In the unnamed relational algebra, the same query can be expressed as follows:

\[ \pi_{\$2}(\text{Employee} \bowtie_{\$3=\$1} (\sigma_{\$2=\text{physics}}(\text{Department}))) \].

Notice that in the join condition, \( \$3 \) refers to the third attribute of Employee whereas \( \$1 \) refers to the first attribute of Department.
2.2.2 RELATIONAL CALCULUS

The relational calculus, introduced below, is another formalism to express queries in the relational model and can be viewed as a specialization of first-order logic. More precisely, the language we present in this subsection is sometimes called domain calculus, because variables range over the underlying database domain; in tuple calculus, which we do not consider, variables range over tuples.

Consider the first-order language $L$ whose set of constants is the database domain $C$, the set of function symbols is empty, and the set of predicate symbols consists of the set of relation names and comparison predicate symbols. Notice that the Herbrand universe $U_L$ is equal to $C$.

An atom of the form $p.t_1;\ldots;t_n/$, where $p$ is a relation name and the $t_i$’s are terms, is called relation atom; an atom of the form $t_1\text{ op }t_2$, where $\text{ op}$ is a comparison predicate symbol and $t_1, t_2$ are terms, is called comparison atom—here the infix notation has been used for $\text{ op }$. When $\text{ op }$ is $\text{ = }$, we call the atom equality atom.

Notice that a database $D$ can be seen as a set of facts: if $(a_1,\ldots,a_n)$ is a tuple belonging to the extension of a relation name $r$ in $D$, then we have a fact $r(a_1,\ldots,a_n)$. Thus, in the following we will look at databases as finite sets of facts. This also means that a database $D$ can be seen as a (finite) Herbrand interpretation for $L$. As a consequence, we can define when a database $D$ satisfies a formula $F$ w.r.t. a variable assignment $\sigma$, denoted $D \models_{\sigma} F$, in the same way as defined for interpretations in Section 2.1.2—in this regard, notice that if $F$ is a comparison atom $t_1 \text{ op } t_2$, then $D \models_{\sigma} F$ iff $\sigma(t_1) \text{ op } \sigma(t_2)$ holds.

A relational calculus query is an expression of the form:

$$\{(u_1,\ldots,u_n) \mid F\},$$

where the $u_i$’s are terms of $L$, $F$ is a formula of $L$, and the variables in $(u_1,\ldots,u_n)$ are exactly the variables occurring free in $F$. Notice that each $u_i$ is either a constant or a variable (as $L$ does not have function symbols) and the same term can be repeated in $(u_1,\ldots,u_n)$.

**Example 2.2** Consider again the database schema consisting of the two relation schemas employee(EmpId, EmpName, Dept) and department(DeptId, DeptName). The query asking for the names of the employees working in the physics department can be expressed with the following relational calculus query:

$$\{(Y) \mid \exists X \exists Z \text{ employee}(X, Y, Z) \land \text{ department}(Z, \text{ physics})\}.$$

Given a database $D$ and a relational calculus query $Q$ of the form $\{(u_1,\ldots,u_n) \mid F\}$, the semantics of $Q$ over $D$ is

$$Q(D) = \{\sigma(u_1),\ldots,\sigma(u_n) \mid \sigma \text{ is a variable assignment and } D \models_{\sigma} F\}.$$

We also say that tuples in $Q(D)$ are the answers to $Q$ over $D$. 
In the first-order language $L$ considered so far, the set of constants is equal to the database domain $C$. The semantics above can be generalized to allow explicit specification of the underlying domain to use (i.e., the set of constants over which variables may range). The *active domain* of a database $D$, denoted $\text{adom}(D)$, is the set of constants appearing in $D$. Likewise, we use $\text{adom}(Q)$ and $\text{adom}(F)$ to denote the set of constants appearing in a relational calculus query $Q$ and formula $F$, respectively. The semantics of a relational calculus query over a database with respect to a particular domain $C'$, called *evaluation domain*, is defined as seen before except that the underlying set of constants of the language is $C'$ and the range of variable assignment is $C'$ rather than $C$.

Notice that the supersets of $\text{adom}(D) \cup \text{adom}(Q)$ are the only domains with respect to which it makes sense to evaluate $Q$ over $D$, so we assume $\text{adom}(D) \cup \text{adom}(Q) \subseteq C' \subseteq C$. In order to specify the evaluation domain $C'$ w.r.t. which a query is evaluated we use the notation $Q_{C'}(D)$.

Domain Independent and Safe Relational Calculus Queries. A relational calculus query $Q$ is *domain independent* if for every database $D$, and every pair $C', C''$ such that $(\text{adom}(D) \cup \text{adom}(Q)) \subseteq C', C'' \subseteq C$, it is the case that $Q_{C'}(D) = Q_{C''}(D)$. Thus, for an arbitrary database, a domain independent relational calculus query gives the same result regardless of the domain with respect to which is evaluated. In other words, if $Q$ is domain independent, then $Q_{C'}(D)$ does not change when $C'$ changes. This means that $Q_{C'}(D)$ can be computed for $C' = \text{adom}(D) \cup \text{adom}(Q)$.

**Example 2.3** Consider the relation schema $r(A, B)$ and the following relational calculus queries:

- $Q^1 = \{(X, Y) \mid \exists U \exists Z \ (r(U, Z) \lor r(X, Y))\}$,
- $Q^2 = \{(X, Y) \mid \neg r(X, Y)\}$,
- $Q^3 = \{(X) \mid \forall Y r(X, Y)\}$.

All the queries above are not domain independent. To see why, consider a relation $R = \{(a, a), (a, b)\}$ and let $C'$ be a domain. It is easy to check that $Q_{C'}^1(\{R\}) = \{(x, y) \mid x \in C' \land y \in C'\}$ and $Q_{C'}^2(\{R\}) = \{(x, y) \mid x \in C' \land y \in C' \land (x, y) \notin R\}$.

As the results of $Q^1$ and $Q^2$ contain values of $C'$, then their results clearly depend on $C'$. It is easy to see that $Q^3$ will always contain values taken from the input relation; nevertheless, it is not domain independent. In fact, it is easy to see that if $C'$ is infinite, then $Q_{C'}^3(\{R\})$ is empty. The same holds if, for instance, $C' = \{a, b, c\}$. However, if $C' = \{a, b\}$, then $Q_{C'}^3(\{R\}) = \{(a)\}$. Hence, $Q^3$ can give different results over the same relation when different evaluation domains are considered.

On the other hand, it is easy to see that the following queries are domain independent, as the query answers depend only on the content of the input database:

- $Q^4 = \{(X, Y) \mid \exists Z (r(X, Z) \land r(Z, Y))\}$,
The problem of deciding whether a relational calculus query is domain independent is undecidable [Abiteboul et al., 1995, Ullman, 1988]. It is important to observe that the fact that we can express relational calculus queries that are not domain independent is not a positive aspect as, in the presence of an infinite database domain, we can get query answers that have an infinite number of tuples.

We now present some syntactical restrictions that lead to a class of relational calculus queries, called safe, that are guaranteed to be domain independent. Safe relational calculus queries are a subset of the domain independent relational calculus queries [Abiteboul et al., 1995, Ullman, 1988].

Safe relational calculus is derived from relational calculus by imposing the following restrictions on formulas.

1. The universal quantifier $\forall$ is not used. This does not affect the expressiveness of the language as expressions of the form $\forall X F$ can be rewritten as $\neg(\exists X \neg F)$.

2. The disjunction operator is applied only to formulas having the same set of free variables.

3. For any maximal sub-formula $F$ of the form $F_1 \land \cdots \land F_n$, all the free variables of $F$ must be limited in the following sense:

   - a variable is limited if it is free in some $F_i$ and $F_i$ is not a comparison atom and is not negated;
   - if $F_i$ is of the form $X = c$ or $c = X$, where $X$ is a variable and $c$ is a constant, then $X$ is limited; and
   - if $F_i$ is of the form $X = Y$ or $Y = X$, where $X$, $Y$ are variables and $Y$ is limited, then $X$ is limited.

4. Negation is applied only to an $F_i$ in a maximal sub-formula $F$ of the form $F_1 \land \cdots \land F_n$ where all free variables are limited.

The safe relational calculus and the relational algebra have the same expressive power, that is, the set of queries that can be expressed by them is the same.

**Example 2.4** The relational calculus queries $Q^4$ and $Q^5$ of Example 2.3, which are domain independent, are also safe. The relational calculus query $Q = \{ (X, Y, Z) \mid F \}$, where $F$ is the following formula

$$r(X, Y, Z) \land \neg(p(X, Y) \lor q(Y, Z)),$$

is domain independent but is not safe because $F$ violates Condition 2—specifically, Condition 2 is violated by the subformula $p(X, Y) \lor q(Y, Z)$. On the other hand, if $F$ is the formula below,
then the relational calculus query is safe

\[ r(X, Y, Z) \land \neg p(X, Y) \land \neg q(Y, Z). \]

### 2.2.3 CONJUNCTIVE QUERIES

Conjunctive queries (first introduced in Chandra and Merlin, 1977) are a natural class of commonly arising queries that enjoy different desirable properties (e.g., checking for equivalence and containment of conjunctive queries is decidable). They can be expressed in the languages seen so far as follows.

- **Relational calculus:** relational calculus queries of the form

  \[ \exists X \exists Y_1 \exists Y_2 \ldots \exists Y_k \exists U_1 \exists U_2 \ldots \exists U_k \]

  where \( Y \) is a tuple of variables (that must appear in the conjunction) and constants, \( X \) is the tuple of variables in the conjunction that are not in \( Y \), the \( r_i \)’s are relation names, and the \( U_i \)’s are tuples of terms (i.e., variables and constants). Notice that relational calculus queries of this form are safe, and thus, domain independent.

- **Relational algebra:** relational algebra queries using only positive selection (i.e., selection conditions are restricted to be conjunctions of equalities), projection, and Cartesian product.

**Example 2.5** The relational calculus query of Example 2.2 is conjunctive. The relational algebra query of Example 2.1 can be rewritten into the following equivalent conjunctive query (recall that the join operator is a derived operator that can be expressed by means of Cartesian product and selection):

\[ \pi_{\text{EmpName}}(\sigma_{\text{DeptName}=\text{physics}}(\text{Department}) \Join (\sigma_{\text{DeptName}=\text{physics}}(\text{Employee}))) \].

### 2.2.4 DATA DEPENDENCIES

Data dependencies are used to express integrity constraints on data, that is, semantic properties that database instances should satisfy to properly reflect the real state of the world. Data dependencies are also used in database schema design to define normal forms, that is, conditions that a “good” relational database schema has to satisfy in order to reduce or eliminate redundant information. Recent years have seen a renewed interest in data dependencies since they play a central role in several current database applications such as data exchange and integration [Fagin et al., 2005, Lenzerini, 2002] and ontology management [Calì et al., 2009a,b]. For a more complete treatment of the subject we refer to Abiteboul et al. [1995] and Greco et al. [2012a].

An *embedded dependency* is a first-order logic sentence of the form:

\[ \forall X, \forall Y (\phi(X, Y) \rightarrow \exists Z \psi(X, Z)). \]
where \( \overline{X}, \overline{Y}, \) and \( \overline{Z} \) are tuple of variables, \( \phi (\overline{X}, \overline{Y}) \) and \( \psi (\overline{X}, \overline{Z}) \) are conjunctions of relation and equality atoms, called the *body* and the *head* of the dependency, respectively. Without loss of generality we can assume that equality atoms may appear only in the head of the dependency and there is no existentially quantified variable involved in an equality atom.

Subclasses of embedded dependencies are:

- *unirelational* dependencies: only one relational symbol is used in \( \phi \) and \( \psi \);
- *1-head* dependencies: only a single atom in the head;
- *tuple generating* dependencies (TGDs): no equality atoms;
- *full* dependencies: no existentially quantified variables \( \overline{Z} \); and
- *equality generating* dependencies (EGDs): full, 1-head with an equality atom in the head.

**Example 2.6** Consider the database schema consisting of the two relation schemas \( \text{employee}(\text{EmpId}, \text{EmpName}, \text{Dept}) \) and \( \text{department}(\text{DeptId}, \text{DeptName}) \). The following equality generating dependency states that, given a database \( D \) over the schema above, the instance of \( \text{department} \) in \( D \) cannot contain two distinct tuples with the same value on \( \text{DeptId} \).

\[
\forall D, N_1, N_2 (\text{department}(D, N_1) \land \text{department}(D, N_2) \rightarrow N_1 = N_2)
\]

The previous dependency is a *functional dependency* (in particular, a *key dependency*) and \( \text{DeptId} \) is a *key of department* [Abiteboul et al., 1995, Greco et al., 2012a].

In general, a functional dependency is an equality generating dependency of the form

\[
\forall \overline{X}, \overline{Y}_1, \overline{Y}_2, \overline{Z}_1, \overline{Z}_2 (p(\overline{X}, \overline{Y}_1, \overline{Z}_1) \land p(\overline{X}, \overline{Y}_2, \overline{Z}_2) \rightarrow \overline{Z}_1 = \overline{Z}_2),
\]

where \( p(\overline{X}, \overline{Y}_1, \overline{Z}_1) \) and \( p(\overline{X}, \overline{Y}_2, \overline{Z}_2) \) are relation atoms with \( \overline{X}, \overline{Y}_1, \overline{Y}_2, \overline{Z}_1, \) and \( \overline{Z}_2 \) being lists of variables. This functional dependency can be expressed also as \( A \rightarrow B \), where \( A \) is the set of attributes of \( p \) corresponding to \( \overline{X} \) and \( B \) is the set of attributes of \( p \) corresponding to \( \overline{Z}_1 \) (and \( \overline{Z}_2 \)). A relation \( R \) over the schema of \( p \) satisfies such a functional dependency if, for every two tuples \( t_1, t_2 \in R \), if \( t_1[A] = t_2[A] \) then \( t_1[B] = t_2[B] \).

The following tuple generating dependency states that, given a database \( D \) over the schema above, for every tuple \( t \) in the instance of \( \text{employee} \) in \( D \), there must be a tuple \( t' \) in the instance of \( \text{department} \) in \( D \) s.t. \( t[\text{Dept}] = t'[\text{DeptId}] \)

\[
\forall E, N, D (\text{employee}(E, N, D) \rightarrow \exists M \text{ department}(D, M)).
\]

The previous dependency is also called *inclusion dependency*. 
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Dependency Skolemization. Given a TGD \( d \) of the form

\[
\forall X, \forall Y \left( \phi(X, Y) \rightarrow \exists Z_1, \ldots, Z_n \psi(X, Z_1, \ldots, Z_n) \right)
\]

the skolemized version of \( d \), denoted \( sk(d) \), is the following sentence

\[
\forall X, \forall Y \left( \phi(X, Y) \rightarrow \psi(X, f_{Z_1}^d(X, Y), \ldots, f_{Z_n}^d(X, Y)) \right)
\]

where each \( f_{Z_i}^d \) is a fresh function symbol of arity \(|X| + |Y|\). Thus, existentially quantified variables in the head of \( d \) are replaced by skolemized terms. For a full data dependency \( d \) (including EGDs), \( sk(d) = d \).

2.3 COMPLEXITY CLASSES

Let \( \Sigma \) be a finite alphabet and \( L \subseteq \Sigma^* \) be a language in \( \Sigma \), that is, a set of finite strings over \( \Sigma \). Let \( T \) be a Deterministic Turing Machine (DTM) or a Nondeterministic Turing Machine (NDTM), such that (i) if \( x \in L \), then \( T \) accepts \( x \), and (ii) if \( x \notin L \), then \( T \) rejects \( x \). In this case, we say that \( T \) decides \( L \). In addition, if \( T \) halts in time \( O(f(n)) \), we say that \( T \) decides \( L \) in time \( O(f(n)) \). Similarly, if \( T \) halts within space \( O(f(n)) \), we say that \( T \) decides \( L \) within space \( O(f(n)) \) (for details on DTM and NDTM, see Johnson [1990] and Papadimitriou [1994]).

We define the following sets of languages:

\[
\begin{align*}
\text{TIME}(f(n)) &= \{ L \mid L \text{ is a language decided by some DTM in time } O(f(n)) \} \\
\text{NTIME}(f(n)) &= \{ L \mid L \text{ is a language decided by some NDTM in time } O(f(n)) \} \\
\text{SPACE}(f(n)) &= \{ L \mid L \text{ is a language decided by some DTM within space } O(f(n)) \} \\
\text{NSPACE}(f(n)) &= \{ L \mid L \text{ is a language decided by some NDTM within space } O(f(n)) \}.
\end{align*}
\]

All these sets are examples of complexity classes. Complexity classes of most interest are not classes corresponding to particular functions but their unions such as, for example, the union \( \bigcup_{d>0} \text{TIME}(n^d) \) taken over all polynomials of the form \( n^d \). Some common complexity classes are:

\[
\begin{align*}
\text{P} &= \bigcup_{d>0} \text{TIME}(n^d) \\
\text{NP} &= \bigcup_{d>0} \text{NTIME}(n^d) \\
\text{EXPTIME} &= \bigcup_{d>0} \text{TIME}(2^{n^d}) \\
\text{NEXPTIME} &= \bigcup_{d>0} \text{NTIME}(2^{n^d}) \\
\text{PSPACE} &= \bigcup_{d>0} \text{SPACE}(n^d) \\
\text{EXPSPACE} &= \bigcup_{d>0} \text{SPACE}(2^{n^d}) \\
\text{L} &= \text{SPACE}(\log n) \\
\text{NL} &= \text{NSPACE}(\log n).
\end{align*}
\]

The list does not contain the nondeterministic counterparts of \( \text{PSPACE} \) and \( \text{EXPSPACE} \) because \( \bigcup_{d>0} \text{NSPACE}(n^d) \) coincides with the class \( \text{PSPACE} \) and \( \bigcup_{d>0} \text{NSPACE}(2^{n^d}) \) coincides with the class \( \text{EXPSPACE} \).
The complementary class of a complexity class $C$, denoted $\text{co-}C$, is defined as follows. For every language $L$ in $\Sigma$, let $\overline{L}$ denote its complement, that is, the set $\Sigma^* \setminus L$. Then, $\text{co-}C$ is $\{ \overline{L} \mid L \in C \}$.

Below we define the polynomial hierarchy classes. In order to do it, we first need to introduce oracle Turing machines. Let $A$ be a language. An oracle DTM $T^A$, also-called a DTM with oracle $A$, can be thought of as an ordinary DTM augmented by an additional write-only query tape and additional three states $\text{query}$, $\text{2}$, and $\text{62}$. When $T^A$ is not in the state $\text{query}$, the computation proceeds as usual (in addition, $T^A$ can write on the query tape). When $T^A$ is in $\text{query}$, $T^A$ changes this state to $\text{2}$ or $\text{62}$ depending on whether the string written on the query tape belongs to $A$; furthermore, the query tape is instantaneously erased. As in the case of an ordinary DTM, the expended time is the number of steps and the required space is the number of cells used on the tape and the query tape. The oracle replies to a query in unit time, and thus, roughly speaking, models a call to a subroutine that is evaluated in unit time. An oracle NDTM is defined as the same augmentation of a NDTM.

Let $C$ be a set of languages. The complexity classes $P^C$ and $NP^C$ are defined as follows. Given a language $L$, we have $L \in P^C$ (resp. $L \in NP^C$) if and only if there is some language $A \in C$ and some oracle DTM (resp. NDTM) $T^A$ such that $T^A$ decides $L$ in polynomial-time. The polynomial hierarchy consists of classes $\Delta^p_i$, $\Sigma^p_i$, and $\Pi^p_i$ defined as follows:

$$
\Delta^p_0 = \Sigma^p_0 = \Pi^p_0 = P \\
\Delta^p_{i+1} = P^{\Delta^p_i} \\
\Sigma^p_{i+1} = NP^{\Sigma^p_i} \\
\Pi^p_{i+1} = \text{co-} \Sigma^p_{i+1}
$$

for $i \geq 0$.

The class $PH$ is defined as $\bigcup_{i \geq 0} \Sigma^p_i$. Notice that $NP = \Sigma^p_1$, $\text{co-NP} = \Pi^p_1$, and $\Delta^p_2 = \text{P}^{\text{NP}}$.

Let $L_1$ and $L_2$ be languages. Assume that there is a DTM $R$ such that (i) for all input strings $x$, we have $x \in L_1$ if and only if $R(x) \in L_2$, where $R(x)$ denotes the output of $R$ on input $x$; and (ii) $R$ halts within space $O(\log n)$. Then, $R$ is called a logarithmic-space reduction from $L_1$ to $L_2$ and we say that $L_1$ is reducible to $L_2$. Let $C$ be a set of languages. A language $L$ is called $C$-hard if any language $L'$ in $C$ is reducible to $L$. If $L$ is $C$-hard and $L \in C$, then $L$ is called $C$-complete or complete for $C$.

**BIBLIOGRAPHIC NOTES**

Relational model and relational algebra were introduced by Codd [1970]. Codd [1972] introduced relational calculus showing its equivalence with relational algebra. For a more complete treatment of relational databases the reader is referred to Abiteboul et al. [1995], Date [2000], Elmasri and Navathe [2000], Garcia-Molina et al. [2009], Maier [1983], Ramakrishnan and Gehrke [2003], Silberschatz et al. [2010], Ullman [1988]. For a more complete treatment of logic programming we refer to Apt [1991], Lloyd [1987], while for a detailed exposition of complexity notions we refer to Johnson [1990] and Papadimitriou [1994].
Datalog is a declarative query language for relational databases based on the logic programming paradigm. From a syntactical standpoint, an important difference between Datalog and logic programs is that function symbols are not allowed in Datalog. For a long time, relational calculus and algebra were considered the relational database languages. However, there are simple operations, such as computing the transitive closure of a graph, which cannot be accomplished with those languages. One of the peculiarities that distinguishes Datalog from the query languages presented in the previous chapter is recursion, which gives Datalog the capability to express queries like computing a graph transitive closure.

3.1 SYNTAX

A Datalog rule \( r \) is (a logic program rule) of the form:

\[
A_0 \leftarrow A_1, \ldots, A_n,
\]

where \( n \geq 0 \), the \( A_i \)'s are atoms where no function symbol appears, and every variable appearing in \( A_0 \) also appears in at least one of \( A_1, \ldots, A_n \). The last requirement is called safety and is used to avoid rules yielding infinite relations from finite ones. Comparison operators are not allowed in a Datalog rule. \( A_0 \) is called the head of \( r \) and is denoted by \( \text{head}(r) \); the conjunction \( A_1, \ldots, A_n \) is called the body of \( r \) and is denoted by \( \text{body}(r) \). With a slight abuse of notation, \( \text{body}(r) \) will be also used to denote the set of atoms appearing in the body of \( r \). The intuitive meaning of the Datalog rule above is that if \( A_1, \ldots, A_n \) are all true, then \( A_0 \) has to be true. A fact is a ground rule with empty body; we call it a \( p \)-fact if \( p \) is the predicate symbol in the head. For notational simplicity, we will often write a fact simply as \( A_0 \) rather than \( A_0 \leftarrow \), that is, we drop the symbol \( \leftarrow \).

A Datalog program is a finite set of Datalog rules. The definition of a predicate symbol \( p \) in a program \( P \), denoted \( \text{def}(p; P) \), is the set of rules of \( P \) having \( p \) in the head atom. Recall that a database can be seen as a finite set of facts. In the context of logic programming all the knowledge (facts and general rules) is usually contained in a single logic program. As Datalog has been developed for database applications, we will consider two sets of Datalog rules:

1. a set of facts \( D \) representing tuples of a database; and
2. a Datalog program \( P \) whose rules define new relations (or “views”) from the database.

\( D \) is called the Extensional Database (EDB) and \( P \) is called the Intensional Database (IDB). We will refer to \( D \) simply as database and refer to \( P \) as Datalog program. Thus, predicate symbols are
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Partitioned into two disjoint sets: base (or EDB or extensional) and derived (or IDB or intensional) predicate symbols. The definition of base predicate symbols is stored in \( D \). Base predicate symbols can appear in the body of rules in \( P \) but not in the head. Derived predicate symbols cannot appear in \( D \) and their definition is in \( P \). We will use \( P_D \) to denote \( P \cup D \). An atom whose predicate symbol is base (resp. derived) is also-called a base (resp. derived) atom.

**Example 3.1** The following database stores the edges of a directed graph by means of facts of the form \( \text{edge}(v_1, v_2) \), meaning that there is an edge from vertex \( v_1 \) to vertex \( v_2 \) in the graph:

\[
\begin{align*}
\text{edge}(a, b). \\
\text{edge}(b, c). \\
\text{edge}(c, d).
\end{align*}
\]

Below is a Datalog program to compute the transitive closure of a graph stored by means of \( \text{edge} \)-facts:

\[
\begin{align*}
\text{tc}(X, Y) & \leftarrow \text{edge}(X, Y). \\
\text{tc}(X, Y) & \leftarrow \text{edge}(X, Z), \text{tc}(Z, Y).
\end{align*}
\]

Intuitively, the first rule above says that if there is an edge from a vertex \( X \) to a vertex \( Y \), then \( (X, Y) \) belongs to the transitive closure of the graph. The second rule says that if there is an edge from a vertex \( X \) to a vertex \( Z \) and there exists a vertex \( Y \) such that \( (Z, Y) \) belongs to the transitive closure, then \( (X, Y) \) belongs to the transitive closure as well.

It is worth noting that the transitive closure of a graph cannot be expressed using the relational algebra and calculus [Aho and Ullman, 1979].

The dependency graph \( \mathcal{G}_P \) of a Datalog program \( P \) is a directed graph defined as follows: the set of vertices is the set of derived predicate symbols appearing in \( P \); for each pair of derived predicate symbols \( p \) and \( p' \) (not necessarily distinct) appearing in \( P \), there is an edge from \( p' \) to \( p \) iff \( P \) contains a rule where \( p' \) appears in the body and \( p \) appears in the head. Program \( P \) is said to be recursive if the dependency graph \( \mathcal{G}_P \) is cyclic. A derived predicate symbol \( p \) is said to be recursive if it occurs in a cycle of \( \mathcal{G}_P \); two predicate symbols \( p \) and \( p' \) are mutually recursive if they occur in the same cycle. As an example, the Datalog program of Example 3.1 is recursive as its dependency graph has an edge from \( \text{tc} \) to \( \text{tc} \). A predicate symbol \( p \) depends on a predicate symbol \( p' \), denoted \( p' \leq p \), if there is a path from \( p' \) to \( p \) in \( \mathcal{G}_P \); \( \text{leq}(p) \) denotes the set of all predicate symbols \( p' \) for which \( p' \leq p \).

Given a Datalog program \( P \), a rule in \( P \) with head predicate symbol \( p \) is linear if there is at most one atom in the body of the rule whose predicate symbol is mutually recursive with \( p \). If each rule in \( P \) is linear, then \( P \) is linear. Clearly, the Datalog program of Example 3.1 is linear.

Conjunctive queries can be expressed by non-recursive Datalog programs with only base predicate symbols occurring in the body. More precisely, a conjunctive query can be expressed by means of a Datalog rule of the form

\[
\text{ans}(\overline{X}) \leftarrow r_1(\overline{X}_1), \ldots, r_n(\overline{X}_n).
\]
where ans is a derived predicate symbol, $\overline{X}$ is a tuple of variables (that must appear in the rule body) and constants, the $r_i$’s are base predicate symbols, and the $\overline{X}_i$’s are tuples of terms (i.e., variables and constants).

**Example 3.2** Consider again the database schema consisting of the two relation schemas `employee(EmpId, EmpName, Dept)` and `department(DeptId, DeptName)`. The query asking for the names of the employees working in the physics department can be expressed with the following Datalog rule:

$$\text{ans}(Y) \leftarrow \text{employee}(X, Y, Z), \text{department}(Z, \text{physics}).$$

### 3.2 SEMANTICS

In this section, we report three semantics for Datalog programs. These semantics are “equivalent” in that they give the same extensions to derived predicate symbols.

#### 3.2.1 MODEL-THEORETIC SEMANTICS

Let $P$ be a Datalog program and $D$ a database. The Herbrand universe $H_{P_D}$ of $P_D$ is the set of constants appearing in $P_D$. The Herbrand base $B_{P_D}$ of $P_D$ is the set of ground atoms which can be built using predicate symbols appearing in $P_D$ and constants of $H_{P_D}$.

A (ground) atom $A'$ is a ground instance of an atom $A$ if $A'$ can be obtained from $A$ by substituting every variable in $A$ with some constant in $H_{P_D}$—with multiple occurrences of the same variable being replaced with the same constant. We use $\text{ground}(A)$ to denote the set of all ground instances of $A$. Likewise, a (ground) rule $r'$ is a ground instance of a rule $r$ in $P_D$ if $r'$ can be obtained from $r$ by substituting every variable in $r$ with some constant in $H_{P_D}$. The ground instantiation of $r$, denoted $\text{ground}(r)$, is the set of all ground instances of $r$. The ground instantiation of $P_D$, denoted $\text{ground}(P_D)$, is the set of all ground instances of the rules in $P_D$, that is, $\text{ground}(P_D) = \bigcup_{r \in P_D} \text{ground}(r)$.

An interpretation of $P_D$ is any subset $I$ of $B_{P_D}$. The truth value of a ground atom $A$ w.r.t. $I$, denoted $\text{value}_I(A)$, is true if $A \in I$, false otherwise. The truth value of a conjunction of ground atoms $A_1, \ldots, A_n$ w.r.t. $I$ is true if every $A_i$ ($1 \leq i \leq n$) is true w.r.t. $I$; otherwise, the truth value of the conjunction w.r.t. $I$ is false. Notice that if $n = 0$, the conjunction is empty and its truth value w.r.t. $I$ is true. A ground rule $r$ is satisfied by $I$, denoted $I \models r$, if the conjunction in the body is false w.r.t. $I$ or the head atom is true w.r.t. $I$; we write $I \not\models r$ if $r$ is not satisfied by $I$. Thus, a ground rule $r$ with empty body is satisfied by $I$ if $\text{value}_I(\text{head}(r)) = \text{true}$.

An interpretation of $P_D$ is a model of $P_D$ if it satisfies every ground rule in $\text{ground}(P_D)$. A model $M$ of $P_D$ is minimal if no proper subset of $M$ is a model of $P_D$. 
It is well known that $P_D$ has a unique minimal model, which coincides with the intersection of all models of $P_D$, and thus is the least (under set inclusion) model of $P_D$. The model-theoretic semantics of $P_D$ is given by its (unique) least model.

Thus, the model-theoretic semantics for a Datalog program is given by a minimal set of ground atoms satisfying the ground instantiation of the program. The minimality requirement is because the model should not contain more ground atoms than necessary to satisfy the ground rules in $\text{ground}(P_D)$. In this way, the least model contains exactly the atoms in $D$ plus those that are semantically implied by $D \cup P$ as a first-order theory.

Example 3.3 Let $D$ be the database and $P$ the Datalog program of Example 3.1. It is easy to see that an interpretation of $P_D$ satisfies all ground rules of $P_D$ iff it contains at least the following set $M$ of ground atoms:

$\text{edge}(a, b), \text{tc}(a, b), \text{tc}(a, c), \text{edge}(b, c), \text{tc}(b, c), \text{tc}(b, d), \text{edge}(c, d), \text{tc}(c, d), \text{tc}(a, d)$.

Indeed, $M$ is the least model of $P_D$. Notice that $M$ is a model of $P_D$ and no proper subset of it is a model of $P_D$.

3.2.2 FIXPOINT SEMANTICS

The fixpoint semantics is an operational semantics given in terms of an operator called the immediate consequence operator. Intuitively, this operator derives new ground atoms starting from known ground atoms, using the rules of a Datalog program.

Let $P$ be a Datalog program and $D$ a database. The immediate consequence operator $T_{P_D}$ of $P_D$ is defined as follows. Given a set $I$ of ground atoms, then

$T_{P_D}(I) = \{A_0 \mid A_0 \leftarrow A_1, \ldots, A_n \text{ is a ground rule in } \text{ground}(P_D) \text{ and } A_i \in I \text{ for every } 1 \leq i \leq n\}$.

Thus, $T_{P_D}$ takes as input a set of ground atoms $I$ and returns as output a set of ground atoms $T_{P_D}(I)$, called the immediate consequences of $I$ w.r.t. $P_D$. Clearly, for every fact in $D$, its head is an immediate consequence of any set $I$ of ground atoms as the fact body is empty. We say that a set of ground atoms $I$ is a fixpoint of $T_{P_D}$ if $T_{P_D}(I) = I$.

It is easy to see that $T_{P_D}$ is monotonic, that is, if $I_1 \subseteq I_2$, then $T_{P_D}(I_1) \subseteq T_{P_D}(I_2)$, for any sets of ground atoms $I_1$ and $I_2$. By the Knaster-Tarski theorem, since $T_{P_D}$ is monotonic it has a least fixpoint (that is, a fixpoint that is included in any other fixpoint), which we denote as $\text{lfp}(T_{P_D})$. The fixpoint semantics of $P_D$ is given by the least fixpoint $\text{lfp}(T_{P_D})$.

The least fixpoint can be computed as follows. The $i$-th iteration of $T_{P_D}$ is defined as follows: $T_{P_D}^0(I) = I$ and $T_{P_D}^i(I) = T_{P_D}(T_{P_D}^{i-1}(I))$ for $i > 1$. By iteratively applying $T_{P_D}$, we always reach a fixpoint in a finite number of iterations, that is, there always exists a finite $n$ such $T_{P_D}^i(I) = T_{P_D}^n(I)$ for any $i \geq n$. Such a fixpoint is denoted as $T_{P_D}^\infty(I)$. The
least fixpoint of $\mathcal{T}_{PD}$ can be computed by iteratively applying $\mathcal{T}_{PD}$ starting from the empty set, that is, $\text{lfp} (\mathcal{T}_{PD}) = \mathcal{T}_{PD}^\infty (\emptyset)$.

The least model of $P_D$, discussed in the previous section, is equal to $\text{lfp} (\mathcal{T}_{PD})$. Thus, this approach provides an alternative constructive definition of the semantics of a Datalog program.

Example 3.4  Let $D$ be the database and $P$ the Datalog program of Example 3.1.

$$
\begin{align*}
\mathcal{T}_{PD}^1 (\emptyset) &= I_1 = \mathcal{T}_{PD} (\emptyset) = \{\text{edge}(a, b), \text{edge}(b, c), \text{edge}(c, d)\} \\
\mathcal{T}_{PD}^2 (\emptyset) &= I_2 = \mathcal{T}_{PD} (I_1) = I_1 \cup \{\text{tc}(a, b), \text{tc}(b, c), \text{tc}(c, d)\} \\
\mathcal{T}_{PD}^3 (\emptyset) &= I_3 = \mathcal{T}_{PD} (I_2) = I_2 \cup \{\text{tc}(a, c), \text{tc}(c, b)\} \\
\mathcal{T}_{PD}^4 (\emptyset) &= I_4 = \mathcal{T}_{PD} (I_3) = I_3 \cup \{\text{tc}(a, d)\} \\
\mathcal{T}_{PD}^5 (\emptyset) &= I_5 = \mathcal{T}_{PD} (I_4) = I_4.
\end{align*}
$$

Thus, $I_4$ is the least fixpoint of $\mathcal{T}_{PD}$, and, indeed, it is equal to the least model of $P_D$ (cf. Example 3.3).

### 3.2.3 PROOF-THEORETIC SEMANTICS

The last semantics for Datalog programs is based on proofs. Specifically, the proof-theoretic semantics defines the semantics of a Datalog program $P$ and a database $D$ in terms of the set of ground atoms that can be proven from $D$ using the Datalog rules of $P$ as proof rules.

First of all, we need to define a proof. A proof tree of a ground atom $A$ from a database $D$ and a Datalog program $P$ is a labeled tree where:

- each vertex of the tree is labeled with a ground atom;
- each leaf is labeled with a ground atom for which there is a fact in $D$;
- the root is labeled by $A$;
- for each internal vertex labeled with $A_0$, there exists a ground rule $A_0 \leftarrow A_1, \ldots, A_n$ in $\text{ground}(P)$ such that the vertex children are $A_1, \ldots, A_n$.

Proof trees provide proofs of ground atoms. Given a ground atom $A$ to prove, one can look for a proof either in a bottom-up or in a top-down fashion. The bottom-up approach is an alternative way of looking at the fixpoint semantics. One begins with the ground atoms in facts of $D$ and then uses rules of $P$ to infer new ground atoms as done by the immediate consequence operator. This is iteratively done until no new facts can be derived.

The top-down approach searches for a proof starting from a particular atom or set of atoms. In a sense, the top-down approach tries to avoid the inference of atoms that are irrelevant for proving the atoms of interest. Before presenting the details of a top-down procedure called SLD resolution, we introduce some additional notions.
A goal clause in an expression of the form

$$\leftarrow B_1, \ldots, B_m,$$

where \(m \geq 0\) and the \(B_i\)'s are atoms (with no function symbols). When \(m = 0\) the goal clause is called empty goal clause and is denoted as \(\Box\).

A substitution \(\theta\) is a finite mapping from variables to terms and is written as \(\theta = \{X_1/t_1, \ldots, X_n/t_n\}\) where the \(X_i\)'s are distinct variables and the \(t_i\)'s are terms. We also assume that \(X_i \neq t_i\) for every \(1 \leq i \leq n\). The result of applying \(\theta\) to an expression \(E\) (e.g., a term, an atom, a goal clause, etc.), denoted \(E\theta\), is the expression obtained from \(E\) by simultaneously replacing each occurrence of a variable \(X_i\) in \(E\) with \(t_i\) iff \(X_i/t_i\) belongs to \(\theta\). Substitutions can be composed as follows. Given two substitutions \(\theta = \{X_1/t_1, \ldots, X_n/t_n\}\) and \(\vartheta = \{Y_1/u_1, \ldots, Y_m/u_m\}\), their composition, denoted \(\theta \circ \vartheta\), is the substitution obtained from the set \(\{X_1/t_1 \vartheta, \ldots, X_n/t_n \vartheta, Y_1/u_1, \ldots, Y_m/u_m\}\) by removing every \(X_i/t_i \vartheta\) such that \(X_i = t_i \vartheta\) and every \(Y_j/u_j\) such that \(Y_j \in \{X_1, \ldots, X_n\}\). A substitution \(\theta\) is more general than a substitution \(\vartheta\) if there exists a substitution \(\eta\) such that \(\vartheta = \theta \circ \eta\).

**Example 3.5** Consider the atom \(A = p(X, Y)\) and the substitution \(\theta = \{X/b, Y/X\}\). Then, \(A\theta = p(b, X)\). Consider now two substitutions \(\theta = \{X/Y, Y/Z\}\) and \(\vartheta = \{X/a, Y/b, Z/Y\}\). Then, \(\theta \circ \vartheta = \{X/b, Z/Y\}\).

Given two atoms \(A_1\) and \(A_2\), a unifier of \(A_1\) and \(A_2\) is a substitution \(\theta\) such that \(A_1\theta = A_2\theta\). When a unifier of \(A_1\) and \(A_2\) exists, we say that \(A_1\) and \(A_2\) are unifiable. A unifier \(\theta\) of \(A_1\) and \(A_2\) is called a most general unifier (mgu) of \(A_1\) and \(A_2\) if it is more general than any other unifier of \(A_1\) and \(A_2\). If there exists a unifier of \(A_1\) and \(A_2\), then there exists an mgu of \(A_1\) and \(A_2\). Indeed, the mgu is unique modulo renaming of variables. There exists an algorithm that yields an mgu for any two atoms if they are unifiable and report nonexistence of a unifier otherwise (for more details, see, e.g., Lloyd [1987] and Apt [1991]).

**Example 3.6** The two atoms \(A_1 = p(X, Z)\) and \(A_2 = p(Y, a)\) are unifiable, as, for instance, a unifier is \(\sigma = \{X/a, Y/a, Z/a\}\). A most general unifier of \(A_1\) and \(A_2\) is \(\theta = \{Y/X, Z/a\}\). Notice that \(\sigma = \theta \circ \{X/a\}\) and thus \(\theta\) is more general than \(\sigma\).

In order to find a proof for \(B_1, \ldots, B_m\), SLD resolution starts with the goal clause \(\leftarrow B_1, \ldots, B_m\); then, it iteratively derives a new goal clause from a previous goal clause (as described in the following) until the empty goal clause is reached—when the empty goal clause is reached the procedure is successful. Below we detail SLD resolution. Let gc be a non-empty goal clause of the form

$$\leftarrow B_1, \ldots, B_{i-1}, B_i, B_{i+1}, \ldots, B_m,$$

and \(r\) be a Datalog rule of the form

$$A_0 \leftarrow A_1, \ldots, A_n$$
such that \( gc \) and \( r \) have no variable in common (this can always be ensured by renaming variables of \( r \)) and \( B_i, A_0 \) have an mgu \( \theta \). Then, the resolvent of \( gc \) and \( r \) using \( \theta \) is the goal clause

\[
(B_1, \ldots, B_{i-1}, A_1, \ldots, A_n, B_{i+1}, \ldots, B_m)\theta
\]

and \( B_i \) is called the selected atom of \( gc \).

Let \( P \) be a Datalog program, \( D \) a database, and \( gc \) a goal clause. An SLD derivation from \( gc \) with \( P \) is a sequence \( gc_0, gc_1, gc_2, \ldots \) of goal clauses and a sequence \( \theta_1, \theta_2, \ldots \) of substitutions such that

\[
\bullet \quad gc_0 = gc, \text{ and} \\
\bullet \quad gc_i \text{ is the resolvent of } gc_{i-1} \text{ and some rule in } P_D \text{ using } \theta_i, \text{ for } i \geq 1.
\]

An SLD derivation can be finite or infinite. An SLD refutation of \( gc \) with \( P \) is an SLD derivation \( gc; gc_1; \ldots; gc_k \) from \( gc \) with \( P \) s.t. \( gc_k = \square \).

SLD resolution is a technique that provides proofs of atoms. An SLD refutation of a goal clause \( B_1; \ldots; B_m \) with \( P \) means that from the assumption that the goal clause \( gc \) holds in the presence of \( P \), we get the empty clause \( \square \), which stands for a contradiction. This can be viewed as a proof of the negation of \( gc \) from \( P \), that is, the proof of \( \exists \overline{X} (B_1 \land \cdots \land B_m) \), where \( \overline{X} \) are all variables in \( gc \) (variables \( \overline{X} \) are implicitly universally quantified at the beginning of \( gc \)). Moreover, an SLD refutation whose sequence of substitutions is \( \theta_1, \ldots, \theta_k \) provides a proof of \( (B_1 \land \cdots \land B_m)\theta_1 \circ \cdots \circ \theta_k \). Importantly, SLD resolution produces only correct proofs (soundness) and all true facts (completeness). More formally, let \( P \) be a program, \( D \) a database, and \( gc \) a goal clause \( \leftarrow B_1, \ldots, B_m \). If there exists an SLD refutation of \( gc \) with \( P \), whose substitutions are \( \theta_1, \ldots, \theta_k \), then \( P \) semantically implies \( (B_1 \land \cdots \land B_m)\theta_1 \circ \cdots \circ \theta_k \). If \( P \) semantically implies \( \neg gc \), then there exists a refutation of \( gc \) with \( P \).

As SLD resolution is sound and complete, it provides an adequate top-down technique for obtaining the ground atoms in the answer to a Datalog program. To prove that a ground atom is in the answer, one must search for a refutation of the corresponding goal clause, and there can be many of them. There are two sources of nondeterminism in searching for a refutation: (i) the choice of the selected atom and (ii) the choice of the rule whose head atom unifies with the chosen atom. Assuming a rule for choosing which atom to select at each step in a refutation (e.g., as in Prolog, always take the leftmost atom) we can systematically search for all possible unifying rules.

It turns out that the proof-theoretic semantics gives the same set of ground atoms as the model-theoretic and the fixpoint semantics. Thus, a ground atom \( A \) is in the least model of a program if and only if there is a proof tree for \( A \) from \( D \) and \( P \).

Example 3.7 Let \( D \) be the database and \( P \) the Datalog program of Example 3.1. Suppose we want to find a proof of \( tc(a, c) \). An SLD refutation of \( \leftarrow tc(a, c) \) with \( P \), where the selected atom is always the leftmost, is as follows. We start with the goal clause

\[
\leftarrow tc(a, c).
\]
3. DATALOG

The resolvent of the goal clause above and the second rule of $P$ using $\theta = \{X/a, Y,c\}$ is the goal clause

$$\leftarrow \text{edge}(a, Z), \text{tc}(Z, c).$$

The resolvent of the goal clause above and the first fact of $D$ using $\theta = \{Z/b\}$ is the goal clause

$$\leftarrow \text{tc}(b, c).$$

The resolvent of the goal clause above and the first rule of $P$ using $\theta = \{Z/b, Y/c\}$ is the goal clause

$$\leftarrow \text{edge}(b, c).$$

The resolvent of the goal clause above and the second fact of $D$ using the empty substitution is the empty goal clause $\square$ and thus $\text{tc}(a, c)$ is successfully proven.

3.3 PROGRAM EVALUATION

In this section, we report algorithms to evaluate a Datalog program $P$ over a database $D$, that is, to compute the semantics of $PD$.

3.3.1 EVALUATION OF NON-RECURSIVE PROGRAMS

We start by presenting an algorithm to evaluate non-recursive Datalog programs.

The algorithm to evaluate a non-recursive program $P$ over a database $D$ consists of deriving a relational algebra expression for each derived predicate symbol $p$ of $P$; the evaluation of this expression over $D$ yields the same answer relation for $p$ as when $P$ is evaluated over $D$. If a program $P$ is not recursive, then its dependency graph $G_P$ has no cycles and thus it is possible to determine a topological sorting of the graph, that is, an ordering $p_1, \ldots, p_n$ of the graph vertices such that if $(p_i, p_j)$ is an edge of $G_P$, then $p_i$ comes before $p_j$ in the ordering. The relational algebra expressions for the derived predicate symbols of $P$ are computed following the order determined by a topological sorting of $G_P$. The expression for a predicate symbol $p$ is obtained by computing an expression for each rule having $p$ in the head and then taking the union of the expressions obtained for all rules having $p$ in the head.

Let $r$ be a rule of the form

$$A_0 \leftarrow A_1, \ldots, A_n,$$

where $A_0$ is an atom of the form $p(t_1, \ldots, t_m)$, and, for ease of presentation, assume the $t_i$’s are all variables. Moreover, assume to have a relation $R_i$ for each atom $A_i$ in the body of $r$—evaluating rules according to a topological sorting of $G_P$ ensures that we always have a relation for each atom appearing in the body of $r$. If two atoms $A_i$ and $A_j$ have the same predicate symbol, then $R_i$ and $R_j$ are the same relation. We define $\text{Eval-rule}(r, R_1, \ldots, R_n)$ as the relational algebra expression obtained as follows.
1. Let $E$ be the relational algebra expression $\sigma_F(R_1 \times \cdots \times R_n)$ where $F$ is a conjunction of conditions obtained as follows: if position $k$ in the body of $r$ has a constant $c$, then $F$ has the condition $k = c$; if positions $k$ and $l$ in the body of $r$ both contain the same variable, then $F$ has the condition $k = l$. As an example, if the body of $r$ is $p_1(X, Y), p_2(Y, Z, Z), p_3(X, a)$, then $F$ is $1 = 6 \land 2 = 3 \land 4 = 5 \land 7 = a$. Notice that $F$ can be empty and in this case it is always satisfied by any tuple.

2. Finally, Eval-rule($r, R_1, \ldots, R_n$) is the relational algebra expression $\pi_V(E)$ where $V$ has $m$ (i.e., the arity of $p$) components defined as follows: if the $i$-th term of $A_0$ is a variable $X$, then the $i$-th component of $V$ is one of the positions where $X$ appears in the body of $r$. As an example, if $p(X, Z)$ is the head of $r$ and the body of $r$ is as above, then we get $\pi_{1154}(E)$.

Thus, Eval-rule($r, R_1, \ldots, R_n$) gives a relational algebra expression for rule $r$. The relational algebra expressions for the derived predicate symbols of a program $P$ are obtained by considering predicate symbols according to a topological sorting of $G_P$ and for each predicate symbol $p_i$ we do the following.

1. For each rule $r$ in $P$ having $p_i$ in the head, compute a relational algebra expression $E$ using Eval-rule.

2. As we are following a topological sorting of $G_P$, for each derived predicate symbol in the body of $r$, there is a relational algebra expression (defined using base relations only). Substitute each occurrence of a derived relation in $E$ with the corresponding relational algebra expression.

3. Take the union of the expressions obtained at the second step.

Example 3.8 Consider again the graph database of Example 3.1 and the following non-recursive Datalog program:

\[
\begin{align*}
r_1 : & \quad \text{onehop}(X, Y) \leftarrow \text{edge}(X, Y). \\
r_2 : & \quad \text{twohops}(X, Y) \leftarrow \text{edge}(X, Z), \text{onehop}(Z, Y). \\
r_3 : & \quad \text{ans}(X) \leftarrow \text{onehop}(a, X). \\
r_4 : & \quad \text{ans}(X) \leftarrow \text{twohops}(a, X).
\end{align*}
\]

Intuitively, the first rule computes pairs $(X, Y)$ such that $Y$ can be reached from $X$ by going through one edge, while the second rule computes pairs $(X, Y)$ such that $Y$ can be reached from $X$ by going through two edges. The last two rules compute those vertices that can be reached from vertex $a$ by going through one or two edges.

Clearly, twohops depends on onehop, while ans depends on both onehop and twohops. Thus, a topological sorting of the dependency graph is onehop, twohops, ans.
Denoting with $Edge$ the edge relation, we consider the first predicate symbol according to the topological sorting above, namely $onehop$, and get

$$Eval-rule(r_1, Edge) = \pi_{\delta_1 \delta_2}(Edge).$$

Since the definition of $onehop$ consists only of $r_1$, then the relational algebra expression to compute the relation for $onehop$ is:

$$Onehop = \pi_{\delta_1 \delta_2}(Edge).$$

Obviously, the previous expression might be simplified into the equivalent one $Onehop = Edge$.

Next, considering the second predicate symbol according to the topological sorting, namely $twohops$, we have

$$Eval-rule(r_2, Edge, Onehop) = \pi_{\delta_1 \delta_4 \delta_3}(\sigma_{\delta_2 = \delta_3}(Edge \times Onehop)).$$

Since the definition of $twohops$ consists only of $r_2$, the relational algebra expression for $twohops$ is:

$$Twohops = \pi_{\delta_1 \delta_4 \delta_3}(\sigma_{\delta_2 = \delta_3}(Edge \times \pi_{\delta_1 \delta_2}(Edge))).$$

Finally, when we consider the last predicate symbol, namely $ans$, we get

$$Eval-rule(r_3, Onehop) = \pi_{\delta_2}(\sigma_{\delta_1 = a}(Onehop))$$

$$Eval-rule(r_4, Twohops) = \pi_{\delta_2}(\sigma_{\delta_1 = a}(Twohops))$$

and the relational algebra expression for $ans$ is

$$Ans = \pi_{\delta_2}(\sigma_{\delta_1 = a}(\pi_{\delta_1 \delta_2}(Edge))) \cup \pi_{\delta_2}(\sigma_{\delta_1 = a}(\pi_{\delta_1 \delta_4 \delta_3}(\sigma_{\delta_2 = \delta_3}(Edge \times \pi_{\delta_1 \delta_2}(Edge))))).$$

### 3.3.2 EVALUATION OF RECURSIVE PROGRAMS

In the following, we report algorithms to evaluate possibly recursive Datalog programs. Specifically, we first present a “naïve” algorithm and then an improvement of it called “semi-naïve” algorithm (see also Abiteboul et al. [1995] and Ullman [1988]).

**Algorithm Naïve**

Consider a program $P$ and a database $D$. Let $R_1, \ldots, R_k$ be the base relations and $P_1, \ldots, P_m$ the derived relations. For each derived predicate symbol $p_i$, we define $Eval(p_i, R_1, \ldots, R_k, P_1, \ldots, P_m)$ as the result of evaluating the union of the expressions given by $Eval$-rule over all rules with $p_i$ in the head.

Given a possibly recursive Datalog program $P$ and a database $D$, where the base predicate symbols are $r_1, \ldots, r_k$, the derived predicate symbols are $p_1, \ldots, p_m$, and the base relations are $R_1, \ldots, R_k$, the following algorithm performs the evaluation of $P$ over $D$. 
Algorithm 1 Naive-Evaluation

1: for $i := 1$ to $m$ do
2: \hspace{1em} $P_i := \emptyset$;
3: repeat
4: \hspace{1em} for $i := 1$ to $m$ do
5: \hspace{2em} $P'_i := P_i$;
6: \hspace{1em} for $i := 1$ to $m$ do
7: \hspace{2em} $P_i := \text{Eval}(P_i, R_1, \ldots, R_k, P'_1, \ldots, P'_m)$;
8: until $P_i = P'_i$ for all $1 \leq i \leq m$
9: return $P_1, \ldots, P_m$

The algorithm above iteratively computes $\text{Eval}$ for every derived predicate symbol until none of the derived relations changes anymore. At each iteration, the updated derived relations obtained in the previous iteration are used in the computation of $\text{Eval}$.

One simple optimization that can be applied to the algorithm above is the following. Given a possibly recursive Datalog program $P$, we first determine the strongly connected components of the dependency graph $G_P$. If each strongly connected component is contracted to a single vertex, the resulting graph is a directed acyclic graph $G'_P$. Then, we apply Algorithm Naive-Evaluation to each connected component following the order given by a topological sorting of $G'_P$. Applying Algorithm Naive-Evaluation to a connected component means applying the algorithm to the subprogram of $P$ consisting of those rules which have a predicate symbol belonging to the connected component in the head, and considering the relations for predicate symbols in previous components as base relations.

Example 3.9 Consider the database and the Datalog program of Example 3.1, which are reported below for the reader’s convenience.

\begin{align*}
\text{edge}(a, b). \\
\text{edge}(b, c). \\
\text{edge}(c, d). \\
\text{r}_1 & : \quad \text{tc}(X, Y) \leftarrow \text{edge}(X, Y). \\
\text{r}_2 & : \quad \text{tc}(X, Y) \leftarrow \text{edge}(X, Z), \text{tc}(Z, Y).
\end{align*}

Clearly, $\text{edge}$ is the only base predicate symbol and $\text{tc}$ is the only derived predicate symbol. Let $\text{Edge} = \{(a, b), (b, c), (c, d)\}$ be the base relation corresponding to predicate symbol $\text{edge}$. Initially, $Tc = \emptyset$ (lines 1–2). Then, the repeat-until loop of lines 3–8 proceeds as follows.

Iteration 1:

\begin{align*}
Tc' & = Tc = \emptyset. \\
Tc & = \text{Eval}(Tc, \text{Edge}, Tc') = \text{Edge} \cup \pi_{\text{r}_1 \cup \text{r}_2}(\text{Edge} \times Tc') = \{(a, b), (b, c), (c, d)\}
\end{align*}
Iteration 2:
\[ Tc' = Tc = \{(a, b), (b, c), (c, d)\}. \]
\[ Tc = Eval(tc, Edge, Tc') = Edge \cup \pi_{\Delta \subseteq \{3\}}(Edge \times Tc') = \{(a, b), (b, c), (c, d)\} \cup \{(a, c), (b, d)\} \]

Iteration 3:
\[ Tc' = Tc = \{(a, b), (b, c), (c, d), (a, c), (b, d)\}. \]
\[ Tc = Eval(tc, Edge, Tc') = Edge \cup \pi_{\Delta \subseteq \{3\}}(Edge \times Tc') = \{(a, b), (b, c), (c, d)\} \cup \{(a, c), (b, d)\} \cup \{(a, d)\} \]

Iteration 4:
\[ Tc' = Tc = \{(a, b), (b, c), (c, d), (a, c), (b, d), (a, d)\}. \]
\[ Tc = Eval(tc, Edge, Tc') = Edge \cup \pi_{\Delta \subseteq \{3\}}(Edge \times Tc') = \{(a, b), (b, c), (c, d)\} \cup \{(a, c), (b, d)\} \cup \{(a, d)\} \]

As in the last iteration \( Tc = Tc' \), the repeat-until loop terminates and the derived relation \( Tc \) is returned.

Suppose adding the following rule to the program considered above:

\[ \text{reachable-from-}a(X) \leftarrow tc(a, X). \]

With this addition, the dependency graph has two strongly connected components, one consisting of \( tc \) and another one containing \( \text{reachable-from-}a \). We can first apply Algorithm Naive-Evaluation to the subprogram containing the first two rules, as detailed above. Then, Algorithm Naive-Evaluation can be applied to the subprogram consisting only of the last rule using the relation \( Tc \) computed at the previous step as a base relation.

**Algorithm Semi-naive**

One shortcoming of Algorithm Naive-Evaluation is that at each iteration, all tuples computed in the previous iteration are recomputed (e.g., see Example 3.9). We now present an algorithm that tries to overcome this inefficiency by incrementally computing the new relations at each iteration.

We start by introducing an incremental version of \( \text{Eval-rule} \) seen in Section 3.3.1. Consider a rule \( r \) of the form
\[ A_0 \leftarrow A_1, \ldots, A_n, \]
and assume to have a relation \( R_i \) and an “incremental” relation \( \Delta R_i \) for each atom \( A_i \) in the body of \( r \). We define the incremental version of \( \text{Eval-rule} \) as follows:
\[ \text{Eval-rule-incremental}(r, R_1, \ldots, R_n, \Delta R_1, \ldots, \Delta R_n) = \bigcup_{1 \leq i \leq n} \text{Eval-rule}(r, R_1, \ldots, R_{i-1}, \Delta R_i, R_{i+1}, \ldots, R_n). \]
Consider a program $P$ and a database $D$. Let $R_1, \ldots, R_k$ be the base relations and $P_1, \ldots, P_m$ the derived relations. For each $P_i$, we also have an “incremental” relation $\Delta P_i$. For each derived predicate symbol $p_i$, we define $\text{Eval-incr}(p_i, R_1, \ldots, R_k, P_1, \ldots, P_m, \Delta P_1, \ldots, \Delta P_m)$ as the result of evaluating the union of the expressions given by $\text{Eval-rule-incr}$ over all rules with $p_i$ in the head. In the evaluation of $\text{Eval-rule-incr}$, the incremental relations for base predicate symbols are the empty set.

Algorithm Seminaive-Evaluation performs the evaluation of $P$ over $D$ and improves over Algorithm Naive-Evaluation by incrementally computing the derived relations.

**Algorithm 2 Seminaive-Evaluation**

1: for $i := 1$ to $m$ do  
2: $\Delta P_i := \text{Eval}(p_i, R_1, \ldots, R_k, \emptyset, \ldots, \emptyset)$;  
3: $P_i := \Delta P_i$;  
4: repeat  
5: for $i := 1$ to $m$ do  
6: $\Delta P'_i := \Delta P_i$;  
7: for $i := 1$ to $m$ do  
8: $\Delta P_i := \text{Eval-incr}(p_i, R_1, \ldots, R_k, P_1, \ldots, P_m, \Delta P'_1, \ldots, \Delta P'_m)$;  
9: $P_i := \Delta P_i - P'_i$;  
10: for $i := 1$ to $m$ do  
11: $P_i := P_i \cup \Delta P_i$;  
12: until $\Delta P_i = \emptyset$ for all $1 \leq i \leq m$  
13: return $P_1, \ldots, P_m$

**Example 3.10** Consider the database and the Datalog program of Example 3.9. Once again, $\text{Edge} = \{(a, b), (b, c), (c, d)\}$ is the base relation corresponding to predicate symbol edge. Moreover, $\Delta \text{Edge} = \emptyset$ as $\text{edge}$ is a base predicate symbol. Initially, relation $\Delta Tc$ is computed as follows (line 2):

$$\Delta Tc := \text{Eval}(tc, \text{Edge}, \emptyset) = \text{Edge} \cup \pi_{\pi_154}(\pi_{\pi_252}=\pi_3(\text{Edge} \times \emptyset)) = \{(a, b), (b, c), (c, d)\}.$$ 

Then, $Tc = \Delta Tc = \{(a, b), (b, c), (c, d)\}$ (line 3). Next, the repeat-until loop of lines 4–12 proceeds as follows.
3. DATALOG

Iteration 1:

\[
\Delta Tc' = \Delta Tc = \{(a, b), (b, c), (c, d)\},
\Delta Tc = \text{Eval-incr}(tc, \text{Edge}, Tc, \Delta Tc')
\]
\[
= \text{Eval-rule-incr}(r_1, \text{Edge}, \Delta \text{Edge}) \cup \text{Eval-rule-incr}(r_2, \text{Edge}, Tc, \Delta \text{Edge}, \Delta Tc')
\]
\[
= \text{Eval-rule}(r_1, \Delta \text{Edge}) \cup \text{Eval-rule}(r_2, \Delta \text{Edge}, Tc) \cup \text{Eval-rule}(r_2, \text{Edge}, \Delta Tc')
\]
\[
= \emptyset \cup \emptyset \cup \pi_{\mathcal{S}1\mathcal{S}4}(\sigma_{\mathcal{S}2=\mathcal{S}3}(\text{Edge} \times \Delta Tc'))
\]
\[
= \{(a, c), (b, d)\}
\]
\[
\Delta Tc = \Delta Tc - Tc = \{(a, c), (b, d)\}
\]
\[
Tc = Tc \cup \Delta Tc = \{(a, b), (b, c), (c, d), (a, c), (b, d)\}
\]

Iteration 2:

\[
\Delta Tc' = \Delta Tc = \{(a, c), (b, d)\},
\Delta Tc = \text{Eval-incr}(tc, \text{Edge}, Tc, \Delta Tc')
\]
\[
= \text{Eval-rule-incr}(r_1, \text{Edge}, \Delta \text{Edge}) \cup \text{Eval-rule-incr}(r_2, \text{Edge}, Tc, \Delta \text{Edge}, \Delta Tc')
\]
\[
= \text{Eval-rule}(r_1, \Delta \text{Edge}) \cup \text{Eval-rule}(r_2, \Delta \text{Edge}, Tc) \cup \text{Eval-rule}(r_2, \text{Edge}, \Delta Tc')
\]
\[
= \emptyset \cup \emptyset \cup \pi_{\mathcal{S}1\mathcal{S}4}(\sigma_{\mathcal{S}2=\mathcal{S}3}(\text{Edge} \times \Delta Tc'))
\]
\[
= \{(a, d)\}
\]
\[
\Delta Tc = \Delta Tc - Tc = \{(a, d)\}
\]
\[
Tc = Tc \cup \Delta Tc = \{(a, b), (b, c), (c, d), (a, c), (b, d), (a, d)\}
\]

Iteration 3:

\[
\Delta Tc' = \Delta Tc = \{(a, d)\},
\Delta Tc = \text{Eval-incr}(tc, \text{Edge}, Tc, \Delta Tc')
\]
\[
= \text{Eval-rule-incr}(r_1, \text{Edge}, \Delta \text{Edge}) \cup \text{Eval-rule-incr}(r_2, \text{Edge}, Tc, \Delta \text{Edge}, \Delta Tc')
\]
\[
= \text{Eval-rule}(r_1, \Delta \text{Edge}) \cup \text{Eval-rule}(r_2, \Delta \text{Edge}, Tc) \cup \text{Eval-rule}(r_2, \text{Edge}, \Delta Tc')
\]
\[
= \emptyset \cup \emptyset \cup \pi_{\mathcal{S}1\mathcal{S}4}(\sigma_{\mathcal{S}2=\mathcal{S}3}(\text{Edge} \times \Delta Tc'))
\]
\[
= \emptyset
\]
\[
\Delta Tc = \Delta Tc - Tc = \emptyset
\]
\[
Tc = Tc \cup \Delta Tc = \{(a, b), (b, c), (c, d), (a, c), (b, d), (a, d)\}
\]

As in the last iteration \(\Delta Tc = \emptyset\), the repeat-until loop terminates and the derived relation \(Tc\) is returned by Algorithm Seminaive-Evaluation.

3.4 EXPRESSIVITY AND COMPLEXITY

Recall that a query is a function that takes a database as input and gives another database as output. Furthermore, queries have to be generic, that is, invariant under renamings of the database domain. Queries can be expressed using query languages and the expressive power of a given query language is measured in terms of the set of queries that can be expressed using that language.
A Datalog query $Q$ is a pair $(P, G)$ where $P$ is a Datalog program and $G$ is an atom $g(t_1, \ldots, t_m)$, called query goal, s.t. $g$ appears in the head of some rule in $P$. Let $t_{i_1}, \ldots, t_{i_k}$ be the terms of $G$ that are variables, where $1 \leq i_1 < \cdots < i_k \leq m$. The answer to $Q$ over a database $D$, denoted $Q(D)$, is the set of all tuples of constants $(c_1, \ldots, c_k)$ s.t. the atom obtained from $G$ by replacing every $t_{i_j}$ with $c_j (1 \leq j \leq k)$ belongs to the least model of $P \cup D$. When $k = 0$ (i.e., the query goal is ground), the Datalog query is Boolean an returns true if $G$ belongs to the least model of $P \cup D$, false otherwise.

Two Datalog queries $Q$ and $Q'$ are equivalent, denoted $Q \equiv Q'$, iff $Q(D) = Q'(D)$ for every database $D$.

Datalog allows us to express only monotonic queries (a monotonic query is such that if a database $D_1$ is a subset of a database $D_2$, then the result of the query over $D_1$ is a subset of the result of the query over $D_2$). Datalog can express only a proper subset of the queries computable in polynomial time. Indeed, Datalog cannot even express all monotonic queries computable in polynomial time [Afrati et al., 1995]. As already mentioned before, recursion allows Datalog to express queries which cannot be expressed in relational algebra and calculus, such as computing the transitive closure of a binary relation [Aho and Ullman, 1979]. Non-recursive Datalog has the same expressive power as the fragment of relational algebra using only projection, positive selection (i.e., selection conditions are restricted to be conjunctions of equalities), union, Cartesian product (in other words, non-recursive Datalog can express union of conjunctive queries). Datalog needs to be extended with negation in order to get (at least) the same expressive power as relational algebra and safe relational calculus. We will consider negation in Chapter 4.

There are three interesting complexity issues connected to Datalog and its extensions.

- The **data complexity** is the complexity of checking whether $D \cup P \models A$ for a fixed Datalog program $P$, and variable input database $D$ and ground atoms $A$.

- The **program complexity** is the complexity of checking whether $D \cup P \models A$ for variable Datalog program $P$ and ground atoms $A$, and fixed input database $D$.

- The **combined complexity** is the complexity of checking whether $D \cup P \models A$ for variable Datalog program $P$, input database $D$, and ground atoms $A$.

The data complexity of Datalog is $P$-complete. The program and combined complexity of Datalog are $\text{EXPTIME}$-complete. The data complexity of linear Datalog is $\text{NL}$-complete. The program and combined complexity of linear Datalog are $\text{PSPACE}$-complete. The data complexity of conjunctive queries expressed in Datalog is $\text{L}$, while their program and combined complexity are $\text{NP}$-complete. The following table reports these results.
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Table 3.1: The complexity of Datalog

<table>
<thead>
<tr>
<th>Query Language</th>
<th>Data Complexity</th>
<th>Program and Combined Complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conjunctive queries</td>
<td>L</td>
<td>NP-complete</td>
</tr>
<tr>
<td>Linear Datalog</td>
<td>NL-complete</td>
<td>PSPACE-complete</td>
</tr>
<tr>
<td>Datalog</td>
<td>P-complete</td>
<td>EXPTIME-complete</td>
</tr>
</tbody>
</table>
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Even if Datalog provides recursion and allows us to express queries that cannot be expressed in the relational algebra or calculus (e.g., computing the transitive closure of a graph), its expressive power remains limited. In fact, Datalog allows us to express only a proper subset of the queries computable in polynomial time, and only monotonic ones. Simple nonmonotonic queries, such as checking whether the active domain of an input database has an even number of elements or computing the difference of two relations, cannot be expressed. Indeed, Datalog cannot even express all monotonic queries computable in polynomial time [Afrati et al., 1995].

Datalog needs to be extended with negation in order to get (at least) the same expressive power as the relational algebra and the safe relational calculus. Negation is an important feature to formalize common sense reasoning in knowledge representation as it enables us to express non-monotonic queries, and thus perform nonmonotonic reasoning. The problem of finding a suitable semantics for Datalog programs with negation has been an important and difficult problem that has received considerable attention over the years, leading to different semantics.

In this chapter, we consider Datalog augmented with negation (in rule bodies)—the resulting language will be referred to as Datalog\(^{\neg}\). We start by defining the general syntax of Datalog\(^{\neg}\). Then, we focus on restricted subsets of Datalog\(^{\neg}\) where only a limited use of negation is allowed, namely semipositive, stratified, and locally stratified Datalog\(^{\neg}\) programs. After that, we consider the full Datalog\(^{\neg}\) language and present the stable model and the well-founded semantics. Finally, we consider Datalog extended with a limited form of negation embedded in the choice construct.

At the end of the chapter, we also briefly discuss the extension of Datalog with disjunction.

### 4.1 Syntax

In this section, the syntax of Datalog\(^{\neg}\) programs is introduced.

A Datalog\(^{\neg}\) rule \(r\) is of the form:

\[
A \leftarrow L_1, \ldots, L_n,
\]

where \(n \geq 0\), \(A\) is an atom, and the \(L_i\)'s are literals (i.e., atoms or negated atoms). Function symbols are not allowed and thus terms appearing in a Datalog\(^{\neg}\) rule are constants and variables. Once again, \(A\) is called the head of \(r\) and is denoted by \(head(r)\); the conjunction \(L_1, \ldots, L_n\) is called the body of \(r\) and is denoted by \(body(r)\). Comparison atoms of the form \(t_1 \text{ op } t_2\) are allowed in the body, where \(\text{ op } \in \{\geq, >, \leq, <, =, \neq\}\) and \(t_1\) and \(t_2\) are terms.
Every rule must be safe. The safety condition presented in Section 3.1 for Datalog is generalized as follows to accommodate negation and comparison atoms. For every Datalog rule, every variable must be limited in the following sense:

- a variable $X$ is limited if it appears in a positive literal of the body whose predicate symbol is not a comparison predicate symbol;
- a variable $X$ is limited if it appears in a comparison atom of the form $X = c$ or $c = X$, where $c$ is a constant; and
- a variable $X$ is limited if it appears in a comparison atom of the form $X = Y$ or $Y = X$, where $Y$ is a limited variable.

Notice that the first two conditions above are base cases to determine if a variable is limited, while the last condition can be iteratively applied to determine new variables as limited.

**Example 4.1** Consider the following Datalog rule

$$p(X) \leftarrow q(X), \neg s(Y), X = Y.$$  

Variable $X$ is limited because it appears in the positive body literal $q(X)$ and $q$ is not a comparison predicate symbol. Then, we can conclude that $Y$ is limited as well, because it appears in the comparison atom $X = Y$ and $X$ has been determined as limited. Thus, the rule is safe.

A Datalog sp program is a finite set of (safe) Datalog rules. The dependency graph $G_P$ of a Datalog sp program $P$ is defined in the same way as for Datalog programs (see Section 3.1). Once again, we use $\text{ground}(P)$ to denote the set of all ground rules obtained from the rules of $P$ by replacing all variables with constants.

**4.2 SEMIPOSITIVE PROGRAMS**

The most restricted use of negation that we consider is semipositive Datalog, which will be referred to as Datalog sp. The following definition introduces Datalog sp programs.

**Definition 4.2** A Datalog sp program $P$ is semipositive if for every rule $r \in P$ and every negative literal $L$ in the body of $r$, the predicate symbol of $L$ is a base predicate symbol.

Essentially, Datalog sp allows negation to be applied only to base atoms.

**Example 4.3** Consider a directed graph stored in a database by means of facts of the form $\text{vertex}(v)$, meaning that $v$ is a vertex of the graph, and facts of the form $\text{edge}(v_1, v_2)$, meaning that there is an edge from vertex $v_1$ to vertex $v_2$ in the graph (obviously, vertex and edge are base predicate symbols).
Below is a Datalog\(^{\neg p}\) program \(P\) to compute the pairs of vertices \((v_1, v_2)\) such that the edge from \(v_1\) to \(v_2\) does not belong to the graph:

\[
\text{no-edge}(X_1, X_2) \leftarrow \text{vertex}(X_1), \text{vertex}(X_2), \neg \text{edge}(X_1, X_2).
\]

Datalog\(^{\neg p}\) allows us to compute the difference of two (base) relations, which cannot be expressed in Datalog. As an example, if \(p\) and \(q\) are base predicate symbols of arity 1, then the Datalog\(^{\neg p}\) rule \(\text{diff}(X) \leftarrow p(X), \neg q(X)\) computes the set-theoretic difference of \(p\) and \(q\). Notice that even in the presence of this limited form of negation the existence of a unique minimal model, which is the case for Datalog programs, is no longer guaranteed. For instance, if we consider the Datalog\(^{\neg p}\) program \(P\) consisting of the aforementioned rule and the database \(D\) consisting only of the fact \(p(a)\), then \(P_D\) has two minimal models, namely \(\{p(a), \text{diff}(a)\}\) and \(\{p(a), q(a)\}\)—intuitively, only the former is the intended one and, indeed, is the one assigned by the semantics presented below.

The semantics of a Datalog\(^{\neg p}\) program \(P\) and a database \(D\) is given by the semantics of the Datalog program \(P'\) and the database \(D'\) obtained as follows.

- Program \(P'\) is obtained from \(P\) by eliminating negation in the following way: each negative literal \(\neg p(t_1, \ldots, t_n)\) in the body of a rule is replaced with a positive literal \(p'(t_1, \ldots, t_n)\).

- Database \(D'\) is obtained by adding to \(D\), for each base predicate symbol \(p\), a new relation whose predicate symbol is \(p'\) and which is defined as the complement (w.r.t. the Herbrand universe of \(P_D\)) of the relation in \(D\) for \(p\).

Basically, a ground negative literal \(\neg A\) is interpreted as true if \(A\) does not belong to \(D\), otherwise it is interpreted as false.

**Example 4.4** Consider the Datalog\(^{\neg p}\) program \(P\) of Example 4.3 and suppose we are given a database \(D\) containing the following facts:

\[
\begin{align*}
\text{edge}(a, b). & \quad \text{vertex}(a). \\
\text{edge}(b, b). & \quad \text{vertex}(b). \\
\text{edge}(b, c). & \quad \text{vertex}(c). \\
\text{edge}(c, b). & 
\end{align*}
\]

The semantics of \(P\) and \(D\) is given by the Datalog program \(P'\) consisting of the following rule:

\[
\text{no-edge}(X_1, X_2) \leftarrow \text{vertex}(X_1), \text{vertex}(X_2), \text{edge}'(X_1, X_2)
\]
and the database $D'$ obtained by adding the following facts to $D$

\[
\begin{align*}
edge'(a, a), \\
edge'(a, c), \\
edge'(b, a), \\
edge'(c, a), \\
edge'(c, c).
\end{align*}
\]

Then, the no-edge-atoms that can be derived are

\[
\begin{align*}
\text{no-edge}(a, a), \\
\text{no-edge}(a, c), \\
\text{no-edge}(b, a), \\
\text{no-edge}(c, a), \\
\text{no-edge}(c, c).
\end{align*}
\]

Datalog$^{\neg sp}$ is strictly more expressive than Datalog. For instance, the difference of two relations can be expressed in Datalog$^{\neg sp}$ but not in Datalog. Datalog$^{\neg sp}$ queries can be evaluated in polynomial time (data complexity).

### 4.3 Stratified Programs

We now present a natural generalization of semipositive Datalog$^\neg$ called stratified Datalog$^\neg$ [Apt et al., 1988, Chandra and Harel, 1985, Lifschitz, 1988, Van Gelder, 1989]. Stratified Datalog$^\neg$ programs restrict the manner in which recursion and negation may occur together.

First, we need to introduce some additional notions. Let $P$ be a Datalog$^\neg$ program. A partition $S_1, \ldots, S_m$ of the set of predicate symbols in $P$, where the $S_i$’s are called strata, and $S_j$ is lower than $S_k$ if $j < k$, is a stratification of $P$ iff the following condition holds for every rule in $P$:

1. if $p$ is the head predicate symbol and $q$ is the predicate symbol of a positive body literal, then $q$ belongs to a stratum lower than or equal to the stratum of $p$; and

2. if $p$ is the head predicate symbol and $q$ is the predicate symbol of a negative body literal, then $q$ belongs to a stratum lower than the stratum of $p$.

Stratified Datalog programs are defined as follows.

**Definition 4.5** A Datalog$^\neg$ program $P$ is stratified if it has a stratification.

We will refer to stratified Datalog$^\neg$ also as Datalog$^{\neg s}$. It is worth noting that there can be different stratifications for a Datalog$^\neg$ program.

**Example 4.6** Consider again a directed graph stored in a database by means of facts of the form $\text{vertex}(v)$ and $\text{edge}(v_1, v_2)$. The following Datalog$^\neg$ program $P$ computes the pairs of vertices
for which there is no path from \( v_1 \) to \( v_2 \) in the graph.

\[
\begin{align*}
  r_1 : & \quad tc(X, Y) \leftarrow edge(X, Y). \\
  r_2 : & \quad tc(X, Y) \leftarrow edge(X, Z).tc(Z, Y). \\
  r_3 : & \quad \text{non-reachable}(X_1, X_2) \leftarrow vertex(X_1), vertex(X_2), \neg tc(X_1, X_2).
\end{align*}
\]

As negation is applied to the derived atom \( tc(X_1, X_2) \) in the third rule, \( P \) is not semipositive. However, \( P \) is stratified. In fact, a possible stratification is given by

\[
S_1 \equiv \text{vertex} \cup \text{edge} \cup tc \quad \text{and} \quad S_2 \equiv \{\text{non-reachable}\}.
\]

Notice that there exist other stratifications. For instance, another stratification is given by

\[
S_1 \equiv \text{vertex} \cup tc \quad \text{and} \quad S_2 \equiv \{\text{non-reachable}\}.
\]

Because of rule \( r_3 \), in any stratification, the stratum of \( tc \) must be lower than the stratum of \( \text{non-reachable} \).

An equivalent definition of Datalog\(^{-}\) programs can be given by imposing some restrictions on the structure of the dependency graph associated with a Datalog\(^{-}\) program. Specifically, a Datalog\(^{-}\) program \( P \) is stratified iff every rule \( r \) in \( P \) satisfies the following condition: if \( p \) is the head predicate symbol, then for every derived predicate symbol \( q \) appearing in a negative literal of the body of \( r \), there is no path in \( G_P \) from \( p \) to \( q \). Thus, the condition above prevents recursion through negation.

Clearly, non-recursive Datalog\(^{-}\) programs are always stratified. Moreover, Datalog\(^{-p}\) programs are stratified as well.

We now define the semantics of Datalog\(^{-}\) programs in terms of the iterated fixed point model. Consider a Datalog\(^{-}\) program \( P \) and a database \( D \). First of all, we generalize the immediate consequence operator \( T_{P,D} \) (cf. Section 3.2.2) to deal with negative literals in rule bodies. Given a set \( I \) of ground atoms, then

\[
T_{P,D}(I) = \{A_0 \mid A_0 \leftarrow A_1, \ldots, A_k, \neg A_{k+1}, \ldots, \neg A_n \text{ is a ground rule in } ground(P_D), \text{ and} \\
A_i \in I \text{ for every } 1 \leq i \leq k, \text{ and} \\
A_i \not\in I \text{ for every } k+1 \leq i \leq n\}.
\]

A stratification \( S_1, \ldots, S_m \) of \( P \) induces a partition of \( P \) into \( m \) sets \( P_1, \ldots, P_m \) such that \( P_i \) consists of the rules of \( P \) defining the predicate symbols in \( S_i \). Let

\[
M_1 = T_{P_1 \cup D}(\emptyset),
M_2 = M_1 \cup T_{P_2 \cup M_1}(\emptyset),
M_m = M_{m-1} \cup T_{P_m \cup M_{m-1}}(\emptyset).
\]

Then, \( M_m \) is an iterated fixed point model of \( P \). Even if there might be different stratifications for a Datalog\(^{-}\) program, they all yield the same iterated fixed point model, which is thus unique for any Datalog\(^{-}\) program.

**Example 4.7** Consider the Datalog\(^{-}\) program \( P \) of Example 4.6 and the stratification consisting of \( S_1 = \{\text{vertex, edge, tc}\} \) and \( S_2 = \{\text{non-reachable}\} \). The partition of \( P \) determined by such
a stratification is $P_1 = \{r_1, r_2\}$ and $P_2 = \{r_3\}$. Suppose we are given a database $D$ containing the following facts:

\[
\begin{align*}
\text{edge}(a, b). & \quad \text{vertex}(a).
\text{edge}(b, b). & \quad \text{vertex}(b).
\text{edge}(b, c). & \quad \text{vertex}(c).
\text{edge}(c, b).
\end{align*}
\]

Then,

\[
\begin{align*}
M_1 &= T_{P_1 \cup D}^\varnothing(\emptyset) = D \cup \{tc(a, b), tc(a, c), tc(b, b), tc(b, c), tc(c, b), tc(c, c)\}, \\
M_2 &= M_1 \cup T_{P_2}^\varnothing(M_1) = \\
&= M_1 \cup \{\text{non-reachable}(a, a), \text{non-reachable}(b, a), \text{non-reachable}(c, a)\}.
\end{align*}
\]

The iterated fixed point model of $P_D$ is $M_2$.

While in Datalog$^{\neg sp}$ negation is restricted only to base atoms, in Datalog$^{\neg}$ negation can be applied also to derived atoms (in a restricted way, though). The existence of stratifications allows us to choose one of them and evaluate the induced subprograms following the order dictated by the stratification. When evaluating a subprogram $P_i$, predicate symbols defined by rules in subprograms that have been already evaluated (i.e., those subprograms $P_j$ with $j < i$) can be seen as base predicate symbols—thus, in this sense, $P_i$ can be seen as a semipositive program.

The computation of the iterated fixed point model can be carried out by computing each $M_i$ by means of the algorithms presented in Chapter 3, with the only difference being how the relations corresponding to negative body literals are defined. In this regard, consider a predicate symbol $q$ and let $Q$ be the corresponding relation computed after the stratum of $q$ has been processed. When $\text{Evalrule}$ (cf. Section 3.3) is called for a rule having a negative body literal of the form $\neg q(t_1, \ldots, t_k)$, the relation for such a negative literal is defined as $(\text{Dom})^k - Q$, where $\text{Dom}$ is the set of constants appearing in $P_D$.

From the discussion above, it is easy to see that the computation of the iterated fixed point model can be carried out in polynomial time in the data complexity; indeed, the data complexity of Datalog$^{\neg}$ is P-complete [Apt et al., 1988].

Datalog$^{\neg}$ is strictly more expressive than Datalog$^{\neg sp}$ [Abiteboul et al., 1995]. Datalog$^{\neg}$ without recursion has the same expressive power as the relational algebra and the safe relational calculus [Abiteboul et al., 1995]. Thus, Datalog$^{\neg}$ (with recursion allowed) is strictly more expressive than the relational algebra and the safe relational calculus (e.g., it can express the transitive closure of a graph, which cannot be expressed using the other two languages).
4.4  LOCALLY STRATIFIED PROGRAMS

Locally stratified programs, originally introduced by Przymusinski [1988], generalize stratified programs. The basic idea is illustrated in the following example.

Example 4.8  Consider the following Datalog program:

\[ p(a) \leftarrow \neg p(c). \]
\[ p(b) \leftarrow \neg p(c). \]

It is easy to check that the program is not stratified, since predicate symbol \( p \) depends on itself “through negation.” If the program had been written as below, using three different (0-ary) predicate symbols \( p_a, p_b, p_c \) rather than a single one, it would be stratified:

\[ p_a \leftarrow \neg p_c. \]
\[ p_b \leftarrow \neg p_c. \]

This example suggests that we might use a more fine-grained version of the Datalog condition, looking for a stratification of ground atoms rather than a stratification of predicate symbols—this is the basic idea of locally stratified programs, which are formally defined as follows.

Definition 4.9  Let \( P \) be a Datalog program. A partition \( B_1, \ldots, B_m \) of the Herbrand base \( B_P \), where the \( B_i \)'s are called local strata and \( B_j \) is lower than \( B_k \) if \( j < k \), is a local stratification of \( P \) iff the following condition holds for every ground rule in \( \text{ground}(P) \):

1. if \( H \) is the head atom and \( A \) is a positive body literal, then \( A \) belongs to a local stratum lower than or equal to the local stratum of \( H \); and

2. if \( H \) is the head atom and \( \neg A \) is a negative body literal, then \( A \) belongs to a local stratum lower than the local stratum of \( H \).

We say that \( P \) is locally stratified if admits a local stratification.

The class of locally stratified Datalog programs will be also referred to as Datalog\(^\text{-ls}\). There is a simple analogy between stratification of Datalog\(^-s\) programs and local stratification of Datalog\(^-ls\) programs: the latter treats ground atoms and ground rules in the same way as the former treats predicate symbols and arbitrary rules.

Example 4.10  Consider again the Datalog program of Example 4.8, whose Herbrand base is \( \{p(a), p(b), p(c)\} \). The program is locally stratified as \( B_1 = \{p(c)\} \) and \( B_2 = \{p(a), p(b)\} \) form a local stratification.

Similar to Datalog\(^-s\) programs, for a locally stratified program there can be different local stratifications. For instance, \( B_1 = \{p(c)\} \), \( B_2 = \{p(a)\} \), and \( B_3 = \{p(b)\} \) is another local stratification of the Datalog\(^-s\) program of Example 4.8.
### 4. NEGATION

Datalog\(^{ls}\) programs can be equivalently defined using a “ground version” of the dependency graph. More precisely, given a Datalog\(^{-}\) program \(P\), the ground dependency graph of \(P\) is a directed graph whose nodes are the ground atoms in the Herbrand base \(B_P\) of \(P\). There is an edge from a ground atom \(A\) to a ground atom \(H\) iff there is a rule in \(ground(P)\) whose head is \(H\) and one of the body literals is either \(A\) or \(\neg A\). A Datalog\(^{-}\) program is locally stratified iff every ground rule \(r\) in \(ground(P)\) satisfies the following condition: if \(H\) is the head atom, then for every negative literal \(\neg A\) in the body of \(r\), there is no path in the ground dependency graph from \(H\) to \(A\).

We now define the semantics of Datalog\(^{ls}\) programs. Consider a Datalog\(^{-}\) program \(P\) and a database \(D\) such that \(P_D\) is locally stratified. The semantics of \(P\) and \(D\) is given by the perfect model defined as follows. Let \(B_1, \ldots, B_m\) be a local stratification of \(P_D\) and \(P_1, \ldots, P_m\) be the partition of \(ground(P_D)\) such that \(P_i\) consists of the rules of \(ground(P)\) whose head atom is in \(B_i\). Similar to stratified programs, we define

\[
M_1 = T^{\omega}_{P_1 \cup D}(\emptyset),
M_2 = M_1 \cup T^{\omega}_{P_2}(M_1),
\vdots
M_m = M_{m-1} \cup T^{\omega}_{P_m}(M_{m-1}).
\]

Then, \(M_m\) is the perfect model of \(P\). Even if \(P_D\) can have different local stratifications, they all yield the same perfect model, which is thus unique for any Datalog\(^{ls}\) program.

Notice that in the definition of a perfect model above, the more general definition of the immediate consequence operator is used (cf. Section 4.3), that is, the one which deals with negative literals in rule bodies.

**Example 4.11** Consider the Datalog\(^{-}\) program of Example 4.8 and the local stratification consisting of the local strata \(B_1 = \{p(c)\}\), \(B_2 = \{p(a)\}\), and \(B_3 = \{p(b)\}\).

Then,

\[
P_1 = \emptyset,
P_2 = \{p(a) \leftarrow \neg p(c)\}, \text{ and}
P_3 = \{p(b) \leftarrow \neg p(c)\}
\]

and

\[
M_1 = \emptyset,
M_2 = \{p(a)\}, \text{ and}
M_3 = \{p(a), p(b)\}.
\]

Thus, the perfect model is \(M_3\).

In a sense, compared with stratified Datalog\(^{-}\) programs, locally stratified Datalog\(^{-}\) programs allow us to handle situations where recursion through negation is apparent, but not real, as in the previous example, where a natural semantics can be given to the program.
We notice that the notion of a perfect model has been proposed by Przymusinski [1988, 1989] for a class of Datalog\textsuperscript{\neg} programs more general than Datalog\textsuperscript{\neg}ls programs. Every Datalog\textsuperscript{\neg} program is locally stratified and its iterated fixed point model coincides with its perfect model. Note that a Datalog\textsuperscript{\neg} program is stratified if all ground atoms with the same predicate symbol can be assigned the same local stratum $B_i$.

The data complexity of locally stratified Datalog\textsuperscript{\neg} programs is still polynomial time.

4.5 UNSTRATIFIED NEGATION

In the previous sections we considered subclasses of Datalog\textsuperscript{\neg} by imposing restrictions on the use of negation, with the more general subclass being Datalog\textsuperscript{\neg}ls. There are Datalog\textsuperscript{\neg} programs that are not locally stratified and for which we cannot rely on the semantics previously discussed.

In this section, we remove any limitation on the use of negation and thus consider the full Datalog\textsuperscript{\neg} language. We present two different semantics for Datalog\textsuperscript{\neg} programs, namely the stable model semantics and the well-founded semantics, which both generalize the semantics discussed so far.

4.5.1 STABLE MODEL SEMANTICS

The stable model semantics has been proposed by Gelfond and Lifschitz [1988]. It is more general than the perfect model semantics of Datalog\textsuperscript{\neg}ls programs and is applicable to Datalog\textsuperscript{\neg} programs that are not locally stratified.

Consider a Datalog\textsuperscript{\neg} program $P$ and a database $D$. As usual, the Herbrand universe $H_{PD}$ of $P_D$ is the set of constants appearing in $P_D$, the Herbrand base $B_{PD}$ of $P_D$ is the set of ground atoms which can be built using predicate symbols appearing in $P_D$ and constants in $H_{PD}$, and an interpretation of $P_D$ is any subset of $B_{PD}$.

Given an interpretation $I$ of $P_D$, let $P_D^I$ denote the ground Datalog program derived from $\text{ground}(P_D)$ by deleting

- every rule that contains a negative literal $\neg A$ in its body with $A \in I$, and
- all negative literals in the bodies of the remaining rules.

An interpretation $I$ of $P_D$ is a stable model of $P_D$ if and only if $I$ is the least model of $P_D^I$—notice that $P_D^I$ has a (unique) least model as it is a Datalog program, cf. Section 3.2.1.

Example 4.12 [Gelfond and Lifschitz, 1988] Consider the following Datalog\textsuperscript{\neg} program $P$

\[
q(X) \leftarrow p(X, Y), \neg q(Y)
\]

Other interesting semantics for Datalog\textsuperscript{\neg} programs have been proposed, see the bibliographic notes of this chapter.
and a database $D$ containing only the fact $p(1, 2)$. Here $p$ is a base predicate symbol and $q$ is a derived one. Clearly, $P_D$ is as follows:

\[
\begin{align*}
p(1, 2). \\
q(1) &\leftarrow p(1, 2), \neg q(2). \\
q(1) &\leftarrow p(1, 1), \neg q(1). \\
q(2) &\leftarrow p(2, 2), \neg q(2). \\
q(2) &\leftarrow p(2, 1), \neg q(1).
\end{align*}
\]

Notice that $P_D$ is not locally stratified.

Consider the interpretation $I_1 = \{q(2)\}$. Then, $P_D^{I_1}$ is the following Datalog program

\[
\begin{align*}
p(1, 2). \\
q(1) &\leftarrow p(1, 1). \\
q(2) &\leftarrow p(2, 1).
\end{align*}
\]

whose least model is $\{p(1, 2)\}$, which is different from $I_1$. Hence, $I_1$ is not a stable model.

Consider now the interpretation $I_2 = \{p(1, 2), q(1)\}$. Then, $P_D^{I_2}$ is the following Datalog program

\[
\begin{align*}
p(1, 2). \\
q(1) &\leftarrow p(1, 2). \\
q(2) &\leftarrow p(2, 2).
\end{align*}
\]

whose least model is $I_2$. Hence, $I_2$ is a stable model. Indeed, $I_2$ is the only stable model of $P$.

The underlying idea of the stable model semantics is the following. If an interpretation $I$ is the set of ground atoms that are considered to be true, then any rule having a negative literal $\neg A$ in its body with $A \in I$ is useless and any negative literal $\neg A$ with $A \notin I$ is trivial. Then, $\text{ground}(P_D)$ can be simplified into $P_D^I$. If $I$ happens to be precisely the set of atoms that logically follow from the simplified program $P_D^I$, then $I$ is a stable model. Thus, in a sense, a stable model is able to "reproduce" itself.

A Datalog$^-$ program can have zero, one, or many stable models. As an example, the Datalog$^-$ program consisting only of the rule $p \leftarrow \neg p$ has no stable models. The Datalog$^-$ program consisting of the two rules $p \leftarrow \neg q$ and $q \leftarrow \neg q$ has two stable models, namely $\{p\}$ and $\{q\}$.

Stable models are minimal models. Furthermore, the stable model semantics generalizes all the semantics considered in the previous sections. Hence, locally stratified Datalog$^-$ programs have a unique stable model which is equal to the perfect model. Obviously, since the perfect model semantics restricted to stratified Datalog$^-$ programs coincides with the iterated fixed point semantics, we can also conclude that a stratified Datalog$^-$ program has a unique stable model which is identical to its iterated fixed point model.

Notice that when we consider Datalog programs, $P_D^I$ coincides with $\text{ground}(P_D)$ for every interpretation $I$ and thus the only interpretation that is a stable model is the the least model of $P_D$.  

The data complexity of Datalog under the stable model semantics is co-NP-complete and the program complexity is co-NEXPTIME-complete [Dantsin et al., 2001, Kolaitis and Papadimitriou, 1991, Marek and Truszczynski, 1991, Schlipf, 1995]. Marek and Truszczynski [1991] showed that even for a propositional (i.e., all predicate symbols have arity 0 and thus there are no variables) Datalog program, checking whether it has a stable model is NP-complete.

Datalog under the stable model semantics is able to express exactly all queries whose evaluation complexity is in co-NP [Schlipf, 1995].²

4.5.2 WELL-FOUNDED SEMANTICS

The well-founded semantics has been proposed by Van Gelder et al. [1988, 1991].

In the semantics considered so far, a stable model provides a truth value for every atom in the Herbrand base of a given program, provided that a semantics can be assigned to the considered program (e.g., the Datalog program \( p \leftarrow \neg p \) has no stable models). The well-founded semantics is based on the idea that a program may not necessarily provide such information for all ground atoms, and thus the truth value of some ground atoms can be unknown. Such a relaxation allows the well-founded semantics to assign a natural semantics to all Datalog programs (including, for instance, the program consisting of the rule \( p \leftarrow \neg p \), for which no stable model exists). The price to pay is that total information is no longer guaranteed, that is, there might be ground atoms whose truth value is unknown.

In a sense, the well-founded semantics tries to give a reasonable meaning to as much of the program as possible in the unfavorable cases, when only a partial model exists (i.e., the truth values of some ground atoms is unknown), as an extension of the semantics for the favorable cases, which have a total model (i.e., the truth value of every ground atom is known—it is either true or false).

Another aspect of the well-founded semantics is that it treats negative and positive literals in a more uniform way in the following sense. One can no longer assume that \( \neg A \) is true simply because \( A \) is not inferred. Instead, both negative and positive literals must be inferred.

Roughly speaking, another way of looking at the well-founded semantics is that it assigns value “unknown” to an atom if it is defined by unstratified negation.

Before formally defining the well-founded semantics, we introduce some needed notation and terminology. A positive literal \( A \) and the negative literal \( \neg A \), where \( A \) is an atom, are said to be complements of each other. We say that a set of literals is consistent if it does not contain both a literal and its complement. Given a set of literals \( U \), we use \( \neg U \) to denote the set of literals built by taking the complement of each literal in \( U \).

Let \( P \) be a Datalog program and \( D \) a database. A partial interpretation \( I \) of \( P_D \) is a consistent set of ground literals whose atoms are taken from the Herbrand base \( B_{PD} \). A total interpretation is a partial interpretation that contains every atom of \( B_{PD} \) or its negation.

²The evaluation complexity of a query is the complexity of checking whether a given atom belongs to the query result, or, in the case of Boolean queries, whether the query evaluates to true.
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A ground literal $L$ is true w.r.t. $I$ if $L$ is in $I$ and false if its complement is in $I$.

A conjunction of ground literals is true w.r.t. $I$ if all its literals are true w.r.t. $I$, and is false w.r.t. $I$ if any of its literals is false w.r.t. $I$.

We say that a ground rule $r$ is

- satisfied w.r.t. $I$ if the head is true w.r.t. $I$ or some body literal is false w.r.t. $I$,
- falsified w.r.t. $I$ if the head is false w.r.t. $I$ and all body literals are true w.r.t. $I$, and
- weakly falsified w.r.t. $I$ if the head is false w.r.t. $I$ but no body literal is false w.r.t. $I$.

A total model of $P_D$ is a total interpretation of $P_D$ such that every ground rule in $\text{ground}(P_D)$ is satisfied.

A partial model of $P_D$ is a partial interpretation of $P_D$ that can be extended to a total model of $P_D$. Thus, for a partial model, there might be some ground rules that are not satisfied, but all rules can be satisfied by adding some ground literals to the partial model (the resulting set of literals must be consistent). Clearly, this is impossible if the partial model falsifies a ground rule in $\text{ground}(P_D)$. If the partial interpretation only weakly falsifies a ground rule, then the addition of some literal may be necessary to satisfy the rule.

Intuitively, a partial interpretation $I$ says that the truth value of each atom $A \in I$ is true, the truth value of each atom $A$ s.t. $\neg A \in I$ is false, and the truth value of other atoms is unknown.

Thus, a partial interpretation may contain incomplete information. The natural ordering on partial interpretations is $\subseteq$. Given two partial interpretations $I$ and $I'$, if $I \subseteq I'$ then $I'$ contains all the information in $I$, both positive and negative, and possibly more.

We now present the important notion of an unfounded set.

**Definition 4.13** Let $P$ be a Datalog program and $D$ a database. A subset $U$ of the Herbrand base $B_{PD}$ is an unfounded set w.r.t. a partial interpretation $I$ of $P_D$ if each atom $A \in U$ satisfies the following condition: for every ground rule in $\text{ground}(P_D)$ whose head is $A$, at least one of the following conditions hold:

1. some (positive or negative) body literal is false w.r.t. $I$ and
2. some positive body literal belongs to $U$.

Intuitively, we can look at $I$ as what we already know about the intended model of $P_D$ (possibly partial). Rules satisfying the first condition above cannot be used to infer anything as their bodies are false w.r.t. $I$. The second condition above is the unfoundedness condition: of all the rules that still might be usable to derive something in the set $U$, each requires an atom in $U$ to be true. In other words, there is no one atom in $U$ that can be first to be established as true by the rules of $P_D$ (starting from knowing $I$). Consequently, if we choose to infer that some or all atoms in $U$ are false, there is no way we could later have to infer one to be true.
4.5. Unstratified Negation

The well-founded semantics uses the two aforementioned conditions to draw negative conclusions. Essentially, it simultaneously infers all atoms in $U$ to be false.

Example 4.14 [Van Gelder et al., 1991] Consider the following (ground) Datalog$^\neg$ program:

\[
\begin{align*}
p(a) &\leftarrow p(c), \neg p(b). \\
p(b) &\leftarrow \neg p(a). \\
p(e) &\leftarrow \neg p(d). \\
p(c). \\
p(d) &\leftarrow q(a), \neg q(b). \\
p(d) &\leftarrow q(b), \neg q(c). \\
q(a) &\leftarrow p(d). \\
q(b) &\leftarrow q(a).
\end{align*}
\]

The set $U = \{p(d), q(a), q(b), q(c)\}$ is an unfounded set with respect to the partial interpretation $\emptyset$. In particular, there is no rule with $q(c)$ in the head so the condition in Definition 4.13 is trivially satisfied for $q(c)$. For each of $p(d)$, $q(a)$, and $q(b)$, the second condition of Definition 4.13 applies as there is no way to establish $p(d)$ as true without first establishing $q(a)$ or $q(b)$ as true, there is no way to establish $q(a)$ as true without first establishing $p(d)$ as true, and likewise for $q(b)$. Clearly, $q(c)$ can never be proven, but we can also see that among $p(d)$, $q(a)$, and $q(b)$, none can be the first one to be proven.

In contrast, it can be easily verified that $\{p(a), p(b)\}$ is not an unfounded set with respect to the partial interpretation $\emptyset$.

It is easy to see that the union of arbitrary unfounded sets is an unfounded set. Given a Datalog$^\neg$ program $P$ and a database $D$, the greatest unfounded set with respect to a partial interpretation $I$, denoted $U_{P_D}(I)$, is the union of all sets that are unfounded with respect to $I$.

We now introduce three operators that will be used to define the well-founded semantics.

Definition 4.15 Let $P$ be a Datalog$^\neg$ program, $D$ a database, and $I$ a partial interpretation of $P_D$. We define the operators $T_{P_D}$, $U_{P_D}$, $W_{P_D}$, which take a set of literals and return a set of literals, as follows:

- a ground atom $A$ belongs to $T_{P_D}(I)$ iff there is some ground rule in $\text{ground}(P_D)$ whose head is $A$ and such that every body literal is true w.r.t. $I$;
- $U_{P_D}(I)$ is the greatest unfounded set with respect to $I$; and
- $W_{P_D}(I) = T_{P_D}(I) \cup \neg U_{P_D}(I)$.

Intuitively, given a partial interpretation $I$ (which can be seen as what we already know about the intended model of $P_D$), $T_{P_D}(I)$ infers ground atoms that are established as true,
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$U_{PD}(I)$ infers ground atoms that can be established as false, and $W_{PD}$ simply combines the result of the two operators. It is easy to see that the three operators are monotone.

Notice that when the $\bar{T}_{PD}(I)$ operator is applied and we want to determine whether we can infer the head atom of a ground rule $r$, to decide whether a negative literal $\neg A$ in the body of $r$ is true w.r.t. $I$, the presence of $\neg A$ in $I$ is required. This is different from other semantics that look for the absence of $A$ from $I$—see, e.g., the more general version (able to deal with negative body literals) of the immediate consequence operator $\bar{T}_{PD}$ reported in Section 4.3.

**Definition 4.16** Consider a Datalog$^\neg$ program $P$ and a database $D$. We define the sets $I_\gamma$ and $I^\infty$, whose elements are ground literals built from the atoms in the Herbrand base of $PD$, as follows:

1. $I_0 = \emptyset$;
2. $I_{\gamma+1} = W_{PD}(I_{\gamma})$, for $\gamma \geq 0$; and
3. $I^\infty = \bigcup_{\gamma} I_{\gamma}$.

We are now ready to define the well-founded semantics.

**Definition 4.17** Consider a Datalog$^\neg$ program $P$ and a database $D$. The well-founded semantics of $PD$ is given by the least fixed point of $W_{PD}$ (or the limit $I^\infty$).

Indeed, the least fixed point of $W_{PD}$ is a partial model, and is called well-founded model. The well-founded model is unique and always exists, in contrast to the stable model semantics for which there exist Datalog$^\neg$ programs that have no stable models.

Every positive literal in the well-founded model denotes that its atom is true, every negative literal denotes that its atom is false, and missing atoms have no truth value assigned by the semantics.

The well-founded semantics coincides with the perfect model semantics on locally stratified Datalog$^\neg$ programs (thus, it also coincides with the stable model semantics on such programs). Thus, for locally stratified Datalog$^\neg$ programs the well-founded model is total. Furthermore, there are Datalog$^\neg$ programs that are not locally stratified but have a total well-founded model. For instance, considering the Datalog$^\neg$ program $P$ and the database $D$ of Example 4.12, we have that $PD$ is not locally stratified but it has a total well-founded model, which is the unique stable model of $PD$ (see Example 4.12).

While stratification is a syntactic property of a Datalog$^\neg$ program, for an unstratified Datalog$^\neg$ program, whether it has a total well-founded model depends in general on the database.

For arbitrary Datalog$^\neg$ programs (thus, beyond locally stratified ones) the relation between the stable model and the well-founded semantics has been investigated in [Van Gelder et al., 1991]. If a Datalog$^\neg$ program has a total well-founded model, then that model is the unique stable model of the program. However, the converse does not hold, that is, there are programs
that do not have a total well-founded model but do have a unique stable model, as shown in the following example.

**Example 4.18** [Van Gelder et al., 1991] Consider the following Datalog\(^-\) program \(P\):

\[
\begin{align*}
a & \leftarrow \neg b. \\
b & \leftarrow \neg a. \\
p & \leftarrow \neg p.
\end{align*}
\]

There exist two minimal models for \(P\), namely \(\{a, p\}\) and \(\{b, p\}\). It can be easily verified that \(P\) has no stable model while its well-founded model is \(\emptyset\), which is not total.

Consider now the Datalog\(^-\) program \(P'\) obtained by adding the following rule to \(P\)

\[
p \leftarrow \neg b.
\]

Then, \(P'\) has a unique stable model, namely \(\{a, p\}\) while its well-founded model is still the empty set. In a sense, the addition of the aforementioned rule to \(P\) "stabilizes" one of the two minimal models of \(P\).

Below is another example reporting a Datalog\(^-\) program that has a unique stable model but does not have a total well-founded model.

**Example 4.19** [Van Gelder et al., 1991] Consider the following Datalog\(^-\) program \(P\):

\[
\begin{align*}
a & \leftarrow \neg b. \\
b & \leftarrow \neg a. \\
c & \leftarrow a, b. \\
a & \leftarrow \neg c.
\end{align*}
\]

The well-founded model of \(P\) is the empty set, while its unique stable model is \(\{a\}\).

The well-founded model of a Datalog\(^-\) program \(P\) is a subset of every stable model of \(P\) [Van Gelder et al., 1991].\(^3\)

The data complexity of the well-founded semantics is \(\mathbb{P}\)-complete, while the program complexity is \(\text{EXPTIME}\)-complete [Dantsin et al., 2001, Van Gelder et al., 1991].

### 4.6 CHOICE

In this section, we extend Datalog with the `choice` construct [Giannotti et al., 1991, 2001, Saccà and Zaniolo, 1990].\(^4\) The choice construct allows us to get an increase in expressive power and to

\(^3\)In Section 4.5.1 we represented stable models as subsets of the Herbrand base \(B_{\mathcal{P}_D}\), and thus they are sets of atoms; here it is assumed that a stable model \(M\) can be seen as the set of literals \(M \cup \neg (B_{\mathcal{P}_D} \setminus M)\).

\(^4\)A choice construct called `static choice` was considered by Krishnamurthy and Naqvi (1988) and Naqvi and Tsur (1989). A different choice construct called `dynamic choice` was considered in Giannotti et al. (1991, 2001), Saccà and Zaniolo (1990). In this section, we consider the dynamic choice and call it simply choice.
obtain simple declarative formulations of classical combinatorial problems, such as those which can be solved by means of greedy algorithms [Greco and Zaniolo, 2001]. The declarative semantics of the choice construct is given in terms of Datalog^\footnote{rules, so augmenting Datalog with the choice means introducing a restricted form a negation (embedded in the choice construct).}

We also discuss the choice-least and choice-most constructs [Greco and Zaniolo, 2001], which specialize the choice construct so as to force greedy selections among alternative choices—these turn out to be particularly useful to express classical greedy algorithms.

4.6.1 SYNTAX

We start by introducing the basic idea of the choice construct with an example.

Example 4.20 Consider a database schema \{student(Name, Major, Year), professor(Name, Major)\} and a university database over such a schema containing the following facts:

\[
\begin{align*}
\text{student}(john, ee, senior). \\
\text{professor}(ohm, ee). \\
\text{professor}(bell, ee).
\end{align*}
\]

Also, suppose that the major of a student must match his/her advisor’s major area of specialization. Then, eligible advisors can be computed with the following rule:

\[
\text{elig}_{-}\!\!\!_{\text{adv}}(S, A) \leftarrow \text{student}(S, M, Y), \text{professor}(A, M)
\]

which yields \text{elig}_{-}\!\!\!_{\text{adv}}(john, ohm) and \text{elig}_{-}\!\!\!_{\text{adv}}(john, bell).

Now, suppose we want to enforce that a student can have only one advisor. This can be obtained by adding the atom \text{choice}(S, (A)) in the body of the rule above, which forces the selection of a unique advisor, out of the eligible advisors, for a student. The resulting rule is:

\[
\text{actual}_{-}\!\!\!_{\text{adv}}(S, A) \leftarrow \text{student}(S, M, Y), \text{professor}(A, M), \text{choice}(S, (A)).
\]

Intuitively, the rule above forces each student \(S\) to be associated with a unique professor \(A\).

The goal \text{choice}(S, (A)) can also be viewed as enforcing the functional dependency \(S \rightarrow A\) on the set of atoms derived by means of the rule; thus, in \text{actual}_{-}\!\!\!_{\text{adv}}, the second column (professor name) is functionally dependent on the first one (student name).

The result of executing the rule is nondeterministic: it can give either \text{actual}_{-}\!\!\!_{\text{adv}}(john, ohm) or \text{actual}_{-}\!\!\!_{\text{adv}}(john, bell).

Choice rules and programs are defined as follows.

**Definition 4.21** A choice rule is of the form:

\[
A \leftarrow B(\overline{Z}), \text{choice}(\overline{X_1}, (\overline{Y_1})), \ldots, \text{choice}(\overline{X_k}, (\overline{Y_k})).
\]
where \( k > 0 \), \( A \) is an atom whose variables appear in \( Z \), \( B(Z) \) is a conjunction of atoms, \( Z \) is a list of the variables occurring in \( B(Z) \), \( X_i \) and \( Y_i \) are lists of variables such that \( X_i \cap Y_i = \emptyset \) and \( X_i, Y_i \subseteq Z \), for all \( 1 \leq i \leq k \).

A choice program is a finite set of Datalog rules and choice rules.

In a choice rule of the form reported in the preceding definition, each of the choice atoms is called a choice atom.

In this section, we are interested in choice programs having at least one choice rule—in fact, when this is not the case, we are dealing with simple Datalog programs. Thus, in the rest of this section, a choice program is understood to have at least one choice rule.

4.6.2 STABLE-MODEL DECLARATIVE SEMANTICS

The semantics of a choice program \( P \) is defined in terms of the stable model semantics of a Datalog program derived from \( P \), called the first-order equivalent of \( P \). In the following definition, we use \( \cup \) to denote the operator that concatenates (ordered) lists of variables.

Definition 4.22 Given a choice program \( P \), the first-order equivalent of \( P \), denoted \( foe(P) \), is the Datalog program obtained from \( P \) by replacing every choice rule \( r \) of the form

\[
A \leftarrow B(Z), \text{choice}((X_1), (Y_1)), \ldots, \text{choice}((X_k), (Y_k))
\]

with the following set of rules:

\[
A \leftarrow B(Z), \text{chosen}_r(X, Y) .
\]

\[
\text{chosen}_r(X, Y) \leftarrow B(Z), \text{diff}_r(X, Y), Y_i \neq Y'_i . \quad \forall i \in [1,k].
\]

where \( X = X_1 \cup \ldots \cup X_k \), \( Y = Y_1 \cup \ldots \cup Y_k \), and \( Y'_i \) is the list of variables obtained by “priming” every variable in \( Y_i \). Moreover, the intended meaning of \( Y_i \neq Y'_i \) is that it is true if \( Y \neq Y' \) is true for some variable \( Y \in Y_i \) and its primed counterpart \( Y' \).

Definition 4.23 The semantics of a choice program \( P \) and a database \( D \) is given by the stable models of \( foe(P) \cup D \), which are called choice models of \( P_D \).

Example 4.24 Consider the choice program \( P \) consisting only of the following choice rule \( r \) (taken from Example 4.20):

\[
\text{actual}_r(S, A) \leftarrow \text{student}(S, M, Y), \text{professor}(A, M), \text{choice}((S), (A)).
\]

\footnote{This is a safety condition.}

\footnote{Notice that the last kind of rules does not satisfy the safety condition as variables \( Y_i \) are not limited (cf. Section 4.1). However, such rules might be made safe by adding a suitable atom \( d(Y_i) \) in the rule body which dictates what are the values that variables \( Y_i \) can take.}
The first-order equivalent of $P$ is reported below (it can be read as a statement that a professor will be assigned to a student with the same major whenever a different professor has not been assigned to the same student):

\[
\begin{align*}
\text{actual}_{\text{adv}}(S, A) &\leftarrow \text{student}(S, M, Y), \text{professor}(A, M), \text{chosen}_{r}(S, A). \\
\text{chosen}_{r}(S, A) &\leftarrow \text{student}(S, M, Y), \text{professor}(A, M), \neg \text{diff}_{\text{choice}}(S, A). \\
\text{diff}_{\text{choice}}(S, A) &\leftarrow \text{chosen}_{r}(S, A'), A \neq A'.
\end{align*}
\]

Consider now the following database $D$ (taken again from Example 4.20)

\[
\begin{align*}
\text{student}(john, ee, senior). \\
\text{professor}(ohm, ee). \\
\text{professor}(bell, ee).
\end{align*}
\]

Then, $P_D$ has two choice models whose $\text{actual}_{\text{adv}}$-atoms are $\{\text{actual}_{\text{adv}}(john, ohm)\}$ and $\{\text{actual}_{\text{adv}}(john, bell)\}$, respectively.

The body of a choice rule may contain a choice atom of the form $\text{choice}(() , \overline{X})$, that is, the first argument is the empty list. The intuitive meaning is that a unique value for $\overline{X}$ is nondeterministically chosen. This kind of choice atom is illustrated in the following example.

**Example 4.25** Consider again the university database schema of Example 4.20 and suppose we are given the following database $D$:

\[
\begin{align*}
\text{student}(john, ee, senior). \\
\text{student}(alice, ee, senior). \\
\text{professor}(ohm, ee). \\
\text{professor}(bell, ee).
\end{align*}
\]

Let $P$ be the choice program consisting of the following choice rule $r$

\[
\begin{align*}
\text{adv}(S, A) &\leftarrow \text{student}(S, M_1, Y), \text{professor}(A, M_2), \text{choice}(() , (A)).
\end{align*}
\]

This choice rule assigns to all students the same (nondeterministically chosen) advisor $A$ and thus the $\text{adv}$ relation will contain a single professor. Then, $P_D$ has two choice models whose $\text{adv}$-atoms are $\{\text{adv}(john, ohm), \text{adv}(alice, ohm)\}$ and $\{\text{adv}(john, bell), \text{adv}(alice, bell)\}$, respectively.

Notice also that that the first-order equivalent of $P$ is the following Datalog program

\[
\begin{align*}
\text{adv}(S, A) &\leftarrow \text{student}(S, M_1, Y), \text{professor}(A, M_2), \text{chosen}_{r}(A). \\
\text{chosen}_{r}(S, A) &\leftarrow \text{student}(S, M_1, Y), \text{professor}(A, M_2), \neg \text{diff}_{\text{choice}}(A). \\
\text{diff}_{\text{choice}}(A) &\leftarrow \text{chosen}_{r}(A'), A \neq A'.
\end{align*}
\]

In general, program $\text{foe}(P)$ has the following properties [Giannotti et al., 2001]:
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- $\text{foe}(P)$ has one or more stable models and
- the chosen atoms in each stable model of $\text{foe}(P)$ obey the functional dependencies defined by the choice atoms.

It is worth noting that the functional dependency enforced by a choice atom in the body of a choice rule $r$ is “local” to $r$, that is, what is derived through the application of $r$ must satisfy the functional dependency; however, there might be some other rules in the considered program that allow us to derive atoms that violate the functional dependency. This aspect is illustrated in the following example.

**Example 4.26** Consider again the choice program $P$ and the database $D$ of Example 4.24. Recall that $P$ contains only one choice rule assigning a single advisor to each student. Thus, $P_D$ has two choice models whose $\text{actual}_{\text{adv}}$-atoms are $\{\text{actual}_{\text{adv}}(\text{john, ohm})\}$ and $\{\text{actual}_{\text{adv}}(\text{john, bell})\}$, respectively.

Consider the choice program $P'$ obtained by adding to $P$ the following Datalog rule:

$$\text{actual}_{\text{adv}}(S, A) \leftarrow \text{student}(S, M, Y), \text{professor}(A, M).$$

Now $P'_D$ has only one choice model whose $\text{actual}_{\text{adv}}$-atoms are $\{\text{actual}_{\text{adv}}(\text{john, ohm}), \text{actual}_{\text{adv}}(\text{john, bell})\}$. The addition of the rule above allows us to derive more atoms that lead to the violation of the functional dependency enforced by the choice rule.

Below we report different examples showing how some classical combinatorial problems can be easily expressed using the choice construct.

**Example 4.27** Consider a bipartite undirected graph $G = ((V_1, V_2), E)$, that is, an undirected graph where vertices are partitioned into two subsets $V_1$ and $V_2$, and each edge in $E$ connects a vertex in $V_1$ with a vertex in $V_2$.

Consider the problem of finding a matching, i.e., a subset $E'$ of $E$, such that for every vertex $v \in V_1 \cup V_2$ at most one edge of $E'$ is incident on $v$. Suppose that we have a fact $\text{edge}(x, y)$ for each edge joining vertex $x \in V_1$ with vertex $y \in V_2$. The problem can be expressed with the following choice rule:

$$\text{matching}(X, Y) \leftarrow \text{edge}(X, Y), \text{choice}((Y), (X)), \text{choice}((X), (Y)).$$

Intuitively, the choice rule says that any edge might be included in the matching provide that the matching relation satisfies the conditions imposed by the choice atoms, that is, if an edge $(X, Y)$ is included in the matching then $X$ is joined only with $Y$ in the matching, and, likewise, $Y$ is joined only with $X$ in the matching.

**Example 4.28** Consider an undirected graph stored in a database as follows: for each edge connecting vertex $x$ with vertex $y$ there are two facts $\text{edge}(x, y)$ and $\text{edge}(y, x)$ in the database. A
spanning tree starting from the root vertex \( a \) can be computed by means of the following choice program:\(^7\)

\[
\begin{align*}
st & (\text{root, } a). \\
st(X, Y) & \leftarrow st(Z, X), \text{edge}(X, Y), Y \neq a, Y \neq X, \text{choice}((Y), (X)).
\end{align*}
\]

To illustrate the presence of multiple choice models for this choice program, consider a simple graph consisting of the following edges:

\[
\begin{align*}
\text{edge}(a, b). & \quad \text{edge}(b, a). \\
\text{edge}(b, c). & \quad \text{edge}(c, b). \\
\text{edge}(a, c). & \quad \text{edge}(c, a).
\end{align*}
\]

Initially, the recursive rule could derive \( st(a, b) \) and \( st(a, c) \). No further edges can be added after those, since the addition of \( st(c, b) \) or \( st(b, c) \) would violate the functional dependency enforced by \( \text{choice}((Y), (X)) \). Notice that \( st(\text{root, } a) \) is always derived by the first rule and thus there are no “chosen” atoms with the second argument equal to the source vertex \( a \). Therefore, to avoid the addition of \( st(b, a) \) or \( st(c, a) \), the atom \( Y \neq a \) was added to the recursive rule.

The choice program has three different choice models, for which we list only the \( st \)-atoms below:

\[
\begin{align*}
\cdot \{st(a, b), st(a, c)\} \\
\cdot \{st(a, b), st(b, c)\} \\
\cdot \{st(a, c), st(c, b)\}.
\end{align*}
\]

### 4.6.3 FIXPOINT SEMANTICS

In this section, we present a fixpoint semantics for choice programs. This semantics will be specialized in Section 4.6.4 to define the greedy choice.

Given a choice program \( P \), we use \( P_C \) to denote the set of rules in \( \text{foe}(P) \) that define a predicate \( \text{chosen}_r \) (for some \( r \) in \( P \)), and use \( P_S \) to denote the remaining rules of \( \text{foe}(P) \), i.e., \( P_S = \text{foe}(P) - P_C \). We can associate \( P_C \) (resp. \( P_S \)) with an immediate consequence operator \( T_{P_C} \) (resp. \( T_{P_S} \)). Clearly, for any interpretation \( I \) of \( \text{foe}(P) \), the following holds:

\[
T_{\text{foe}(P)}(I) = T_{P_C}(I) \cup T_{P_S}(I).
\]

\(^7\)For illustrative purposes, here we are slightly abusing the syntax of choice programs (cf. Definition 4.21) by allowing inequalities in the body of a rule. However, the semantics of such more general choice programs can be defined in the same way as in Definition 4.22 as it is given in terms of the stable models of Datalog\(^7\)* programs.
We now introduce a general operator for computing the nondeterministic fixpoints of a choice program $P$. We will denote by $FD_P$ the functional dependencies defined by the choice atoms in $P$.

Definition 4.29 Given a choice program $P$, its nondeterministic immediate consequence operator $\varPsi_P$ is a mapping from an interpretation of $foe(P)$ to a set of interpretations of $foe(P)$ defined as follows:

$$\varPsi_P(I) = \{ T_{P_S}^n(I \cup \Delta C) \cup \Delta C \mid \Delta C \in \Gamma_P(I) \},$$

where

$$\Gamma_P(I) = \begin{cases} 
\{ \emptyset \} & \text{if } T_{P_C}(I) = \emptyset \\
\{ \Delta C \mid \emptyset \subset \Delta C \subseteq T_{P_C}(I) \setminus I \text{ and } I \cup \Delta C \models FD_P \} & \text{otherwise.}
\end{cases}$$

$I \cup \Delta C \models FD_P$ denotes that $I \cup \Delta C$ satisfies the dependencies in $FD_P$.

Basically, the $\varPsi_P$ operator is the composition of two operators. Given an interpretation $I$, the first operator computes all the admissible subsets $\Delta C \subseteq T_{P_C}(I) \setminus I$; that is, those where $I \cup \Delta C$ obeys the functional dependencies $FD_P$. The second operator derives the logical consequence for each admissible subset using the fixpoint of $T_{P_S}$.

The definition of $\Gamma_P(I)$ is such that $\Delta C$ is not empty iff $T_{P_C}(I) \setminus I$ is not empty. Thus, if there are possible new choices, then at least one has to be taken. The $\varPsi_P$ operator formalizes a single step of a bottom-up evaluation of a choice program.

Observe that, given the presence of the condition $I \cup \Delta C \models FD_P$, we can eliminate the atoms $\text{diff}_\text{choice}(\overline{x}, \overline{y})$ from the rules defining predicate symbols $\text{chosen}_r$. In fact, if $T_{P_C}$ denotes the immediate consequence operator for the set of rules obtained from $P_C$ by deleting the atoms $\text{diff}_\text{choice}(\overline{x}, \overline{y})$, then $T_{P_C}^n$ can replace $T_{P_C}$ in the definition of $\Gamma_P(I)$ (cf. Definition 4.29 above), without affecting the final result.

Definition 4.30 Given a choice program $P$, an inflationary choice fixpoint computation for $P$ is a sequence $\langle I_n \rangle_{n \geq 0}$ of interpretations such that:

1. $I_0 = \emptyset$,
2. $I_{n+1} \in \varPsi_P(I_n)$, for $n \geq 0$.

Inasmuch as every sequence $\langle I_n \rangle_{n \geq 0}$ is monotonic, it has a unique limit for $n \to \infty$; this limit will be called an inflationary choice fixpoint for the choice program $P$.

Given a choice program $P$ and a Herbrand interpretation $M$ of $foe(P)$, then $M$ is a choice model of $P$ iff $M$ is an inflationary choice fixpoint for $P$ [Giannotti et al., 1991]. Thus, the inflationary choice fixpoint computation is sound (every inflationary choice fixpoint is a choice model) and complete (for each choice model there is some inflationary choice fixpoint computation producing it).
The data complexity (i.e., the computational complexity evaluated with respect to the size of the database) of computing a choice model for a choice program $P$ is polynomial time [Giannotti et al., 1991]. Therefore, the computation of one of the stable models of $\text{foe}(P)$ can be performed in polynomial time using the inflationary choice fixpoint computation. This contrasts with the general intractability of finding stable models of Datalog programs: in fact, as already mentioned in Section 4.5.1, checking if a Datalog program has a stable model is NP-complete [Marek and Truszczynski, 1991].

The choice construct allows us to capture a special subclass of Datalog programs that have a stable model semantics but are amenable to efficient implementation and are appealing to intuition. Evaluating these programs only requires memorization of the $\text{chosen}_r$ predicates; from these, the $\text{diff\_choice}_r$ predicates can be generated on-the-fly, thus eliminating the need to store $\text{diff\_choice}_r$ explicitly. Moreover, the model of memorizing tables to enforce functional dependencies provides a simple enough metaphor for a programmer to make effective usage of this construct without having to become cognizant on the subtleties of non-monotonic semantics.

We also mention that, although we are considering Datalog programs with choice, the framework can be trivially extended to consider stratified negation. The computation of a choice model for a Datalog program with choice can be carried out by partitioning the program into an ordered number of suitable subprograms and computing the choice fixpoints of every subprogram in their order.

### 4.6.4 GREEDY CHOICE

In this section, we focus on a specialization of the choice construct called greedy choice [Greco and Zaniolo, 1998, 2001, Greco et al., 1992]. The interest in such a specialization follows from the observation that it is frequently desirable to select a value that is the least or the most among a set of candidate values, and still satisfy the functional dependencies defined by the choice atoms.

A choice-least (resp. choice-most) atom is of the form $\text{choice\_least}((X), (C))$ (resp. $\text{choice\_most}((X), (C))$), where $X$ is a list of variables and $C$ is a single variable ranging over an ordered domain.

A choice-least rule (resp. choice-most rule) is a Datalog rule that contains one choice-least (resp. one choice-most) atom, and zero or more choice atoms (besides standard atoms, of course).

A choice-least (resp. choice-most) program is a finite set of choice-least (resp. choice-most) rules, choice rules, and Datalog rules. In the rest of this section, we assume that a choice-least (resp. choice-most) program has at least one choice-least (resp. choice-most) rule as when this is not the case we are dealing with choice programs or Datalog programs, which have been already discussed before.

A choice-least($\overline{(X)}, (C))$ (resp. choice-most($\overline{(X)}, (C))$) atom in a rule indicates that the functional dependency defined by the atom $\text{choice}((X), (C))$ is to be satisfied, and the $C$ value assigned to a certain value of $\overline{X}$ has to be the minimum (resp. maximum) one among the candidate
For instance, a rule of the form
\[ p(X, Y, C) \leftarrow q(X, Y, C), \text{choice}((X), (Y)), \text{choice}-\text{least}((X), (C)) \]
imposes the functional dependency \( X \rightarrow Y, C \) on the possible instances of \( p \). In addition, for each value of \( X \), the minimum among the candidate values of \( C \) must be chosen. For instance, assuming that \( q \) is defined by the facts \( q(a, b, 1) \) and \( q(a, c, 2) \), from the rule above we might derive either \( p(a, b, 1) \) or \( p(a, c, 2) \). However, the choice-least atom introduces the additional requirement that the minimum value on the third attribute has to be chosen, so that only \( p(a, b, 1) \) is derived. This means that, by using the choice-least and choice-most constructs, we introduce some preference criteria on the stable models of the program.

Choice-least and choice-most programs have dual properties; thus, in the following we will consider choice-least programs with the understanding that the corresponding properties for choice-most programs are implicitly defined by this duality.

The correct evaluation of choice-least programs can be defined by specializing the nondeterministic immediate consequence operator (Definition 4.29) by ensuring that (i) \( C \) is a set containing only one element, and (ii) a least-cost tuple among those that are candidates is chosen.

In order to define such an operator, we first define a “lazy” version of the nondeterministic immediate consequence operator, called lazy immediate consequence operator, where \( C \) is specialized into a singleton set \( \delta \). The specialized version of \( \Psi_P \), so derived will be denoted \( \Psi_P^{\text{lazy}} \). As proven in Giannotti et al. [1991], the inflationary choice fixpoint computation restricted so as to use \( \Psi_P^{\text{lazy}} \) still provides a sound and nondeterministically complete computation for the choice models of \( P \). After that, we define an immediate consequence operator called least-cost immediate consequence operator, which ensures that a least-cost tuple among the candidate ones is chosen.

Given a choice-least program \( P \), the first-order equivalent of \( P \), denoted \( \text{foe}(P) \), is defined as for standard choice programs (cf. Definition 4.22), by treating choice-least atoms as choice atoms. As for choice programs, \( P_C \) denotes the set of rules in \( \text{foe}(P) \) that define a predicate \( \text{chosen}_r \) (for some \( r \) in \( P \)), and \( P_S \) denotes the remaining rules of \( \text{foe}(P) \), i.e., \( P_S = \text{foe}(P) - P_C \).

We start by defining \( \Psi_P^{\text{lazy}} \).

**Definition 4.31** Let \( P \) be a choice-least program and \( I \) an interpretation of \( \text{foe}(P) \). The lazy immediate consequence operator \( \Psi_P^{\text{lazy}} \) for \( P \) is defined as follows:

\[
\Theta_I^{\text{lazy}} = \{ \delta \mid \delta \in T_{P_C}(I) \setminus I \text{ and } I \cup \{ \delta \} \models FD_P \}
\]

\[
\Gamma_P^{\text{lazy}}(I) = \{ I \cup \{ \delta \} \mid \delta \in \Theta_I^{\text{lazy}} \} \cup \{ I \mid \Theta_I = \emptyset \}
\]

\[
\Psi_P^{\text{lazy}}(I) = \{ J \mid J \in \Gamma_P^{\text{lazy}}(I) \}.
\]

Given an interpretation \( I \), a set \( \Delta C \in \Gamma_P(I) \), and two atoms \( t_1, t_2 \in \Delta C \), we write \( t_1 < t_2 \) if both atoms are inferred only by choice-least rules, and the cost of \( t_1 \) is less than the cost of \( t_2 \) according to some choice-least atom. For instance, consider the choice-least rule
\[ p(X, Y, C) \leftarrow q(X, Y, C), \text{choice}-\text{least}((X), (C)) \].
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where the “cost” of \( p \)-atoms with respect to the choice-least atom \( \text{choice-least}((X), (C)) \) is their third argument. Suppose \( t_1 \) and \( t_2 \) are the atoms \( p(a, b, 1) \) and \( p(a, b, 2) \), respectively. Then, the cost of \( t_1 \) is less than the cost of \( t_2 \).

Furthermore, we denote with \( \text{least}(\Delta C) \) the set of atoms of \( \Delta C \) with least cost, i.e., \( \text{least}(\Delta C) = \{ t \mid t \in \Delta C \text{ and } \exists u \in \Delta C \text{ s.t. } u < t \} \). The implementation of the least-cost immediate consequence operator is simply obtained by replacing \( \delta \in \Theta_I \) with \( \delta \in \text{least}(\Theta_I) \) in the definition of the lazy immediate consequence operator.

**Definition 4.32** Let \( P \) be a choice-least program and \( I \) an interpretation of \( \text{foe}(P) \). The least-cost immediate consequence operator \( \Psi^\text{least}_P \) for \( P \) is defined as follows:

\[
\Theta_I = \{ \delta \mid \delta \in T_{PC}(I) \setminus I \text{ and } I \cup \{ \delta \} \models FD_P \}
\]

\[
\Gamma^\text{least}_P(I) = \{ I \cup \{ \delta \} \mid \delta \in \text{least}(\Theta_I) \} \cup \{ I \mid \Theta_I = \emptyset \}
\]

\[
\Psi^\text{least}_P(I) = \{ T^\text{in}_F(J) \mid J \in \Gamma^\text{least}_P(I) \}.
\]

Likewise, the dual definition of the most-cost immediate consequence operator can be easily derived.

**Definition 4.33** Given a choice-least program \( P \), an inflationary least choice fixpoint computation for \( P \) is a sequence \( \{ I_n \}_{n \geq 0} \) of interpretations such that:

- \( I_0 = \emptyset \) and
- \( I_{n+1} \in \Psi^\text{least}_P(I_n) \), for \( n \geq 0 \).

Thus, all atoms that do not violate the functional dependencies defined by choice atoms (including those imposed by choice-least atoms) are considered, and one is chosen that has the least value for the cost argument. For a choice-least program \( P \),

1. every inflationary least choice fixpoint for \( P \) is a choice model for the choice program obtained from \( P \) by treating choice-least atoms as choice atoms; and
2. every inflationary least choice fixpoint of \( P \) can be computed in polynomial time.

As for the first property, observe that every computation of the inflationary least choice fixpoint is also a computation of the lazy choice fixpoint.

The second property follows from the fact that the complexity of the inflationary lazy choice fixpoint is polynomial time, and the cost of selecting an atom with least cost is also polynomial.

The model so constructed will be called \textit{greedy choice models}.

In a system that adopts a semantics based on the least choice fixpoint, a programmer will specify a choice-least\((X), (Y)\) atom to ensure that only particular choice models rather than arbitrary ones are produced through the greedy selection of the least values of \( Y \) at each step.
The specialization of choice atoms into choice-least or choice-most atoms yields a convenient and efficient formulation of many greedy algorithms, such as Dijkstra’s shortest path (for which arithmetic operators are needed as well) and Prim’s minimum-spanning tree algorithms [Greco and Zaniolo, 1998].

**Example 4.34** Consider a weighted directed graph stored by means of facts of the form \( \text{edge}(x, y, c) \), meaning that there is an edge in the graph from vertex \( x \) to vertex \( y \) with cost \( c \). An algorithm for finding a minimum spanning tree starting from a source vertex \( a \) can be formulated as follows, yielding the well-known Prim’s algorithm.

\[
\text{st}(\text{root}, a, 0).
\text{st}(X, Y, C) \leftarrow \text{st}(Z, X, W), \text{edge}(X, Y, C), Y \neq a, \\
\text{choice}((Y), (X)), \text{choice-least}((Y), (C)).
\]

Greedy algorithms often provide efficient approximate solutions to NP-complete problems; the following algorithm yields heuristically effective approximations of optimal solutions for the traveling salesperson problem [Papadimitriou and Steiglitz, 1982].

**Example 4.35** Given a complete undirected graph, the first rule of the following program simply selects an arbitrary vertex \( X \) from which to start the search. Then, the second rule greedily chooses at each step an edge \( (X, Y, C) \) of least cost \( C \) having \( X \) as endpoint.

\[
\text{spath}(\text{root}, X, 0) \leftarrow \text{vertex}(X), \text{choice}(), X.
\text{spath}(X, Y, C) \leftarrow \text{spath}(W, X, K), \text{edge}(X, Y, C), \text{spath}(\text{root}, Z, 0), Y \neq Z, \\
\text{choice}((X), (Y)), \text{choice}((Y), (X)), \text{choice-least}((Y), (C)).
\]

The examples above show that the choice constructs provide a logic-based approach for the design of greedy algorithms. In a nutshell, the design approach is as follows: (i) formulate the all-answer solution to the problem at hand (e.g., find all the costs of all paths from a source vertex to the other vertices), (ii) use choice-induced functional dependency constraints so that the original logic program generates non-deterministic single answers (e.g., find a cost from the source vertex to each other vertex), and (iii) specialize the choice atoms into choice-least or choice-most atoms to force a greedy heuristics upon the generation of single answers (thus computing the least-cost paths). This approach yields conceptual simplicity and simple programs.

### 4.7 DISJUNCTION

In this section, we briefly discuss the extension of Datalog and Datalog\(^\sim\) with disjunction (in rule heads). The resulting languages will be referred to as Datalog\(^\vee\) and Datalog\(^\vee,\sim\), respectively.
Disjunction is an important feature for knowledge representation, database querying, and for representing incomplete information.

We start by defining the syntax of Datalog\(^\lor\). A Datalog\(^\lor\) rule \(r\) is of the form:

\[
H_1 \lor \cdots \lor H_m \leftarrow A_1, \ldots, A_n,
\]

where \(m \geq 1\), \(n \geq 0\), and both the \(H_i\)'s and the \(A_j\)'s are atoms (function symbols are not allowed). The disjunction \(H_1 \lor \cdots \lor H_m\) is called the head of \(r\) while the conjunction \(A_1, \ldots, A_n\) is called the body of \(r\). A Datalog\(^\lor\) program is a finite set of Datalog\(^\lor\) rules.

The safety condition of Datalog programs (cf. Section 3.1) is generalized by requiring that every variable appearing in the head must appear in at least one atom of the body, for every Datalog\(^\lor\) rule.

The semantics of a Datalog\(^\lor\) program is given by its minimal Herbrand models as defined below. Consider a Datalog\(^\lor\) program \(P\) and a database \(D\). As usual, the Herbrand universe \(H_{P_D}\) of \(P_D\) (recall that \(P_D\) denotes \(P \cup D\)) is the set of constants appearing in \(P_D\), and the Herbrand base \(B_{P_D}\) of \(P_D\) is the set of ground atoms which can be built using predicate symbols appearing in \(P_D\) and constants in \(H_{P_D}\). An interpretation of \(P_D\) is any subset of \(B_{P_D}\). Once again, we use \(\text{ground}(P_D)\) to denote the set of all ground rules obtained from the rules of \(P_D\) by replacing all variables with constants.

The truth value of a ground atom \(A\) w.r.t. an interpretation \(I\) is \(\text{true}\) if \(A \in I\), \(\text{false}\) otherwise. A ground rule \(r\) is satisfied by \(I\) if there is a ground atom in the head of \(r\) which is \(\text{true}\) w.r.t. \(I\) or there is a ground atom in the body of \(r\) which is \(\text{false}\) w.r.t. \(I\). An interpretation of \(P_D\) is a model of \(P_D\) if it satisfies every ground rule in \(\text{ground}(P_D)\). A model \(M\) of \(P_D\) is minimal if no proper subset of \(M\) is a model of \(P_D\).

The model-theoretic semantics of a Datalog\(^\lor\) program \(P_D\) is given by its minimal models. Obviously, this semantics is a generalization of the model-theoretic semantics for Datalog programs presented in Section 3.2.1. Notice that while every Datalog program has a unique minimal model (the least model), a Datalog\(^\lor\) program might have more than one minimal model.

Example 4.36 Consider the Datalog\(^\lor\) program \(P\) consisting of the following Datalog\(^\lor\) rule, saying that a person \(X\) is either male or female

\[
\text{male}(X) \lor \text{female}(X) \leftarrow \text{person}(X).
\]

Consider also the database \(D\) consisting only of the fact \(\text{person}(a)\). Then, \(P_D\) has two minimal models, namely \(\{\text{person}(a), \text{male}(a)\}\) and \(\{\text{person}(a), \text{female}(a)\}\).

The language obtained by extending Datalog\(^\neg\) with disjunction is denoted as Datalog\(^\lor\neg\). More specifically, a Datalog\(^\lor\neg\) rule is of the form

\[
H_1 \lor \cdots \lor H_m \leftarrow L_1, \ldots, L_n,
\]
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where $m \geq 1$, $n \geq 0$, the $H_i$’s are atoms, and the $L_i$’s are literals (i.e., atoms or negated atoms); function symbols are not allowed. The safety condition is the same as for Datalog$^\neg$ (cf. Section 4.1).

A Datalog$^{\vee,\neg}$ program is a finite set of Datalog$^{\vee,\neg}$ rules.

The stable model semantics for Datalog$^\neg$ programs is easily generalized to Datalog$^{\vee,\neg}$ programs as follows [Gelfond and Lifschitz, 1991, Przymusinski, 1991].

Consider a Datalog$^{\vee,\neg}$ program $P$ and a database $D$. The Herbrand universe $H_{P_D}$, the Herbrand base $B_{P_D}$, and interpretations of $P_D$ are defined in the usual way as well as ground $P_D$.

Given an interpretation $I$ of $P_D$, let $P_D^I$ denote the ground Datalog$^\neg$ program derived from ground $P_D$ by deleting

- every rule that contains a negative literal $\neg A$ in its body with $A \in I$, and

- all negative literals in the bodies of the remaining rules.

An interpretation $I$ of $P_D$ is a disjunctive stable model of $P_D$ if and only if $I$ is a minimal model of $P_D^I$. Clearly, this is a generalization of the stable model semantics for Datalog$^\neg$ programs (cf. Section 4.5.1).

Notice that if $P$ is a Datalog$^\vee$ program, then $P_D^I = ground(P_D)$ for any interpretation $I$ of $P_D$ and thus the disjunctive stable models of $P_D$ are exactly the minimal models of $P_D$. Thus, the disjunctive stable model semantics also generalizes the minimal model semantics discussed above for Datalog$^\neg$ programs.

The expressive power and the complexity of Datalog$^{\vee,\neg}$ and several sublanguages of it, under different semantics, are thoroughly studied in Dantsin et al. [2001], Eiter et al. [1997a]. Here we just mention that Datalog$^{\vee,\neg}$ is more expressive than Datalog$^\neg$ (unless the polynomial hierarchy collapses).

**BIBLIOGRAPHIC NOTES**

Other interesting semantics (which have not been reported in this chapter) have been proposed for Datalog$^\neg$ programs, such as the inflationary and noninflationary semantics, partial stable models, maximal partial stable models, regular models, perfect models, two- and three-valued completion semantics, and fixpoint models [Abiteboul and Vianu, 1991, Abiteboul et al., 1995, Bidoit and Hull, 1986, Dudakov, 1999, Eiter et al., 1997b, Furfaro et al., 2007, Kolaitis and Papadimitriou, 1991, Przymusinski, 1988, Saccà, 1995, Saccà and Zaniolo, 1991, 1997, Schlipf, 1995, You and Yuan, 1995].

A extension of the class of locally stratified Datalog$^\neg$ programs, called weakly stratified programs, has been proposed by Przymusinska and Przymusinski [1988].

The expressivity and the complexity of various subclasses of Datalog$^\neg$ under different semantics have been studied in Abiteboul et al. [1995], Buccafurri et al. [1997], Cadoli and Palopoli [1998], Cholak and Blair [1994], Dantsin et al. [2001], Eiter et al. [1998], Greco and Saccà [1996,
The expressive power of the choice construct has been studied in Giannotti and Pedreschi [1998], Giannotti et al. [2001], Greco et al. [1995], where it is shown that it is more powerful than other nondeterministic constructs, including the witness operator Abiteboul and Vianu [1991], and the original version of choice (called static choice) proposed in Krishnamurthy and Naqvi [1988]. For instance, it has been shown in Giannotti et al. [1991] that the task of ordering a domain or checking whether a relation contains an even number of elements cannot be performed by Datalog programs with static choice or the witness operator [Abiteboul and Vianu, 1991]. Because of the ability of choice programs to order the elements of a set, Datalog with choice allows us to express all problems in $P$.

An extension of Datalog with the choice construct and weak constraints has been studied in Greco [1996, 1998a].

For a more complete treatment of disjunctive logic programming, we refer the reader to Eiter et al. [1997a], Lobo et al. [1992], Minker [1994], Minker and Seipel [2002].

We conclude by mentioning various systems for Datalog and different extensions of it, including negation and disjunction: Clasp [Gebser et al., 2012], DeALS [Mazuran et al., 2013, Shkapsky et al., 2015], DLV [Leone et al.], LogicBlox [Aref et al., 2015], NP Datalog [Greco et al., 2006, 2010], and Smodels [Simons et al., 2002].
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Function Symbols

Function symbols are widely acknowledged as an important feature, as they often make modeling easier, and the resulting encodings more readable and concise. They also increase the expressive power and allow us to overcome the inability of dealing with infinite domains.

The main problem with the introduction of function symbols in Datalog is that the least model of a program can be infinite—equivalently, the bottom-up program evaluation might not terminate. Unfortunately, it is undecidable whether the evaluation terminates. In order to cope with this issue, recent research has focused on identifying classes of programs allowing only a restricted use of function symbols while ensuring finiteness and computability of the least model. These approaches provide conditions, called termination criteria, specifying sufficient conditions for the (bottom-up) program evaluation to terminate.

This chapter presents termination criteria recently proposed in the literature. It also presents an orthogonal technique, based on program adornment, that can be used in conjunction with current termination criteria to make them more effective.

5.1 SYNTAX AND SEMANTICS

In this chapter, we consider the extension of Datalog with uninterpreted function symbols (i.e., they are not evaluated)—the resulting language will be referred to as Datalog\(^f\).

In addition to infinite sets of constants, variables, and predicate symbols, we assume to have an infinite set of function symbols. Each function symbol is associated with a fixed arity, which is a positive integer. Besides constants and variables (which are called simple terms), terms now include also expressions of the form \( f(t_1, \ldots, t_m) \), where \( f \) is a function symbol of arity \( m \) and the \( t_i \)'s are terms—terms of this form are called complex.

As for the syntax, a Datalog\(^f\) rule simply is a Datalog rule (see Section 3.1) where complex terms can occur. In this chapter, we sometimes call Datalog\(^f\) rules simply rules. A Datalog\(^f\) program is a finite set of Datalog\(^f\) rules.

The three semantics for Datalog programs discussed in Chapter 3 can be straightforwardly generalized to the case where function symbols are allowed.

Compared with the model-theoretic semantics of Datalog programs (cf. Section 3.2.1), the main difference is that the Herbrand universe \( H_P \) of a Datalog\(^f\) program \( P \) contains the set of ground terms which can be built using constants and function symbols appearing in \( P \) (while for Datalog programs the Herbrand universe contains only constants). The Herbrand base \( B_P \) of \( P \) remains defined as the set of ground atoms which can be built using predicate symbols.
appearing in $P$ and ground terms of $Hp$. The ground instances of atoms, Datalog$^f$ rules, and Datalog$^f$ programs are still obtained by replacing variables with ground terms of $Hp$. However, notice that since $Hp$ can contain complex terms, the Herbrand base and the ground instantiations can contain complex terms as well. Thus, in a nutshell, the main difference between Datalog and Datalog$^f$ is that ground terms are not only constants, but also include complex terms built from function symbols and constants. The other definitions of Section 3.2.1 remain unmodified and the same notation and terminology therein will be used in the following.

It is important to note that the Herbrand universe is infinite if $P$ contains at least one function symbol and one constant. As a consequence, the Herbrand base is infinite, and interpretations and models can be infinite too. A Datalog$^f$ program has a unique least model, which can be infinite.

The immediate consequence operator can be defined for Datalog$^f$ programs in the same way as for Datalog programs (cf. Section 3.2.2), with the only difference that the ground instantiations of Datalog$^f$ rules and programs are obtained by replacing variables with constants and ground complex terms built from function symbols and constants. As for Datalog$^f$ programs, the least model coincides with the least fixpoint of the immediate consequence operator.

**Example 5.1** Consider the following Datalog$^f$ program which counts the number of elements in a list:

$r_0 : \text{count}([a, b, c], 0)$.  
$r_1 : \text{count}(L, s(I)) \leftarrow \text{count}([X|L], I)$.

The bottom-up evaluation of the program terminates yielding the set of atoms $\text{count}([a, b, c], 0)$, $\text{count}([b, c], s(0))$, $\text{count}([c], s(s(0)))$, and $\text{count}([], s(s(0)))$. The length $L$ of list $[a, b, c]$ can be retrieved from the atom $\text{count}([], L)$ by counting the number of $s$ in $L$, which 3 in this case.¹

To make function symbols more explicit, the program above can be rewritten into the following Datalog$^f$ program:

$r_0 : \text{count}(lc(a, lc(b, lc(c, nil))), 0)$.  
$r_1 : \text{count}(L, s(I)) \leftarrow \text{count}(lc(X, L), I)$.

Here $lc$ is a binary function symbol denoting the list constructor operator, and $nil$ denotes the empty list.

### 5.2 TERMINATION CRITERIA

The main problem with the introduction of function symbols in Datalog is that the least model can be infinite and thus cannot be fully and explicitly computed. To deal with this issue, subclasses of Datalog$^f$ imposing a restricted use of function symbols, but guaranteeing the computability of

¹Notice that the program has been written so as to count the number of elements in a list when evaluated in a bottom-up fashion, and therefore differs from the classical formulation relying on a top-down evaluation strategy. However, programs relying on a top-down evaluation strategy can be rewritten into programs whose bottom-up evaluation gives the same result.
the least model have been proposed—this section surveys several of such subclasses proposed in the literature. We start by introducing some additional notation and terminology used throughout the chapter.

The binary relation subterm over terms is recursively defined as follows: every term is a subterm of itself; if $t$ is a complex term of the form $f(t_1, \ldots, t_m)$, then every $t_i$ is a subterm of $t$, for $1 \leq i \leq m$; if $t_1$ is a subterm of $t_2$ and $t_2$ is a subterm of $t_3$, then $t_1$ is a subterm of $t_3$.

Given a predicate symbol $p$ of arity $n$, the $i$-th argument of $p$ is an expression of the form $p[i]$, for $1 \leq i \leq n$. If $p$ is a base (resp. derived) predicate symbol, then $p[i]$ is said to be a base (resp. derived) argument. The set of all predicate symbols appearing in a Datalog $f$ program $P$ is denoted by $\text{pred}(P)$. The set of all arguments of $P$ is denoted by $\text{arg}(P)$, that is, $\text{arg}(P) = \{p[i] \mid p \in \text{pred}(P) \text{ and has arity } n \text{ and } 1 \leq i \leq n\}$.

The following subsections present current termination criteria.

### 5.2.1 $\lambda$-RESTRICTED PROGRAMS

In this section, we present the class of $\lambda$-restricted programs [Gebser et al., 2007].

Given a Datalog $f$ program $P$, we use $V(r)$ to denote the set of variables appearing in a rule $r \in P$ and $B(X, r)$ to denote the set of predicate symbols of the atoms in the body of $r$ which contain variable $X$. Moreover, recall that $\text{def}(p, P)$ denotes the definition of a predicate symbol $p$ in $P$, that is, the set of rules of $P$ having $p$ in the head atom.

**Definition 5.2 $\lambda$-restricted program.** A Datalog $f$ program $P$ is $\lambda$-restricted if there exists a mapping $\lambda : \text{pred}(P) \rightarrow \mathbb{N}$ such that, for every predicate symbol $p \in \text{pred}(P)$, the following holds:

$$\max\{\max\{\min\{\lambda(p') \mid p' \in B(X, r)\} \mid X \in V(r)\} \mid r \in \text{def}(p, P)\} < \lambda(p).$$

Intuitively, the condition stated in the definition above means that, for each predicate symbol $p$, all the variables in rules defining $p$ are “bounded” by predicate symbols $p'$ in the body such that $\lambda(p') < \lambda(p)$. If this is the case, the feasible ground instances of rules in $\text{def}(p, P)$ are completely determined by predicate symbols from lower levels than the one of $p$.

**Example 5.3** The following Datalog $f$ program is $\lambda$-restricted:

$$p(f(X)) \leftarrow q(X).$$
$$q(X) \leftarrow p(X), r(X).$$

In fact, it can be easily verified that the mapping $\lambda$ defined as $\lambda(r) = 1$, $\lambda(q) = 2$, $\lambda(p) = 3$ satisfies the condition of Definition 5.2.

One limitation of $\lambda$-restriction is that some Datalog programs (thus, without function symbols) are not recognized as $\lambda$-restricted—however, the least model of a Datalog program is always
finite and the bottom-up evaluation always terminates. An example is the following Datalog program:

\[ p(X) \leftarrow q(X). \]
\[ q(X) \leftarrow p(X). \]

To satisfy the condition of Definition 5.2, any mapping \( \lambda \) from predicate symbols to natural numbers should be s.t. \( \lambda(p) > \lambda(q) \) (because of the first rule) and \( \lambda(q) > \lambda(p) \) (because of the second rule); since such a mapping does not exist, the program above is not \( \lambda \)-restricted. Thus, by relying on the \( \lambda \)-restriction criterion, no conclusion can be drawn on the termination of the program above.

5.2.2 FINITE DOMAIN PROGRAMS

Finite domain programs have been introduced by Calimeri et al. [2008]. The definition relies on the notion of argument graph, defined below, which represents the propagation of values among arguments of a Datalog\( ^f \) program.

**Definition 5.4** Argument graph. The argument graph of a Datalog\( ^f \) program \( P \), denoted \( G(P) \), is a directed graph whose set of nodes is \( \text{arg}(P) \), and there is an edge \( (q[j] ; p[i]) \) iff there is a rule \( r \in P \) such that

- an atom \( p(t_1 , \ldots , t_n) \) appears in \( \text{head}(r) \),
- an atom \( q(u_1 , \ldots , u_m) \) appears in \( \text{body}(r) \), and
- terms \( t_i \) and \( u_j \) have a common variable.

**Example 5.5** Consider the following Datalog\( ^f \) program, where \( \text{base} \) is a base predicate symbol.

\[ q(X; Y) \leftarrow p(X). \text{base}(Y). \]
\[ p(f(X; Y)) \leftarrow q(X; Y). \]

The argument graph is depicted in Figure 5.1.

Given a Datalog\( ^f \) program \( P \), an argument \( p[i] \) is said to be recursive if it appears in a cycle of \( G(P) \); two arguments \( p[i] \) and \( q[j] \) are mutually recursive if there exists a cycle in \( G(P) \) involving both \( p[i] \) and \( q[j] \). For instance, considering the Datalog\( ^f \) program of Example 5.5, arguments \( \text{base}[1] \) and \( q[2] \) are not recursive while \( p[1] \) and \( q[1] \) are recursive. Moreover, \( p[1] \) and \( q[1] \) are mutually recursive.

**Definition 5.6** Finite domain program. Given a Datalog\( ^f \) program \( P \), the set of finite domain arguments of \( P \) is the maximal set \( \text{FD}(P) \) of arguments of \( P \) such that, for each argument \( q[k] \in \text{FD}(P) \), every rule \( r \) whose predicate symbol in the head is \( q \) satisfies the following condition. Let \( t \) be the term corresponding to argument \( q[k] \) in the head of \( r \). Then, either
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Figure 5.1: Argument graph.

1. \( t \) is variable-free,
2. \( t \) is a subterm of a term corresponding to a finite domain argument of a body predicate symbol, or
3. every variable appearing in \( t \) also appears in a term corresponding to a finite domain argument of a body predicate symbol which is not mutually recursive with \( q[k] \).

If all arguments of \( P \) are finite domain (i.e., \( FD(P) = arg(P) \)), then \( P \) is a finite domain program.

Example 5.7 Consider the following simple Datalog\( ^f \) program

\[
q(X) \leftarrow q(f(X)).
\]

Obviously, \( q[1] \) is mutually recursive with itself. It can be easily verified that the program above is finite domain (by applying the second condition of Definition 5.6).

Checking whether a Datalog\( ^f \) program \( P \) is finite domain or not can be done by first assuming that all arguments are in \( FD(P) \) and then iteratively eliminating arguments appearing in the head of a rule such that none of the three conditions of Definition 5.6 holds. Thus, checking whether a Datalog\( ^f \) program is finite domain is decidable.

Notice that all Datalog programs (i.e., no function symbols are allowed) are finite domain: by assuming that all arguments of a Datalog program are finite domain, it is easy to see that, for all of them, the first or second condition of Definition 5.6 is always satisfied.

Moreover, the class of finite domain programs is not comparable with the class of \( \lambda \)-restricted programs.

Example 5.8 Consider the two Datalog\( ^f \) programs of Example 5.3. As discussed before, the first one is \( \lambda \)-restricted while the second one is not. On the other hand, the second program is
finite domain (in fact, it is a Datalog program) while the first one is not. To see why the first program is not finite domain, it suffices to notice that if we assume that all arguments are finite domain, then \( p \langle 1 \rangle \) and the first rule do not satisfy any of the conditions of Definition 5.6.

### 5.2.3 ARGUMENT-RESTRICTED PROGRAMS

The class of argument-restricted programs has been introduced by Lierler and Lifschitz [2009]. Before presenting its definition, some additional notation is introduced. For any atom \( A \) of the form \( p.t_1, \ldots, t_n / \), we use \( A^0 \) to denote predicate symbol \( p \) and \( A^i \) to denote term \( t_i \), for \( 1 \leq i \leq n \). The depth \( d(X, t) \) of a variable \( X \) in a term \( t \) that contains \( X \) is recursively defined as follows:

\[
d(X, X) = 0, \\
d(X, f(t_1, \ldots, t_m)) = 1 + \max_{i : t_i \text{ contains } X} d(X, t_i).
\]

**Definition 5.9** Argument-restricted program. An argument ranking for a Datalog\(^f\) program \( P \) is a function \( \phi \) from \( arg(P) \) to integers such that the following condition is satisfied for every rule \( r \) of \( P \). Let \( A \) be the atom in the head of \( r \). For every variable \( X \) occurring in a term \( A^i \), \( body(r) \) contains an atom \( B \) such that \( X \) occurs in a term \( B^j \) satisfying the condition

\[
\phi(A^0[i]) - \phi(B^0[j]) \geq d(X, A^i) - d(X, B^j).
\]

A Datalog\(^f\) program is argument-restricted if it has an argument ranking.

**Example 5.10** The two programs of Example 5.3 are both argument-restricted. For the first one, an argument ranking is \( \phi(p[1]) = 1, \phi(q[1]) = \phi(r[1]) = 0 \). For the second program, an argument ranking is \( \phi(p[1]) = \phi(q[1]) = 0 \).

Argument-restricted programs strictly include \( \lambda \)-restricted and finite domain programs [Lierler and Lifschitz, 2009]. An algorithm for checking whether a Datalog\(^f\) program is argument-restricted can be found in Lierler and Lifschitz [2009].

### 5.2.4 SAFE PROGRAMS

The class of safe programs [Greco et al., 2012b] is an extension of the class of finite domain programs. Its definition is based on the notions of activation graph and safe argument.

Let \( P \) be a Datalog\(^f\) program and \( r_1, r_2 \) be (not necessarily distinct) rules of \( P \). We say that \( r_1 \) activates \( r_2 \) iff there exist two ground rules \( r'_1 \in \text{ground}(r_1), r'_2 \in \text{ground}(r_2) \) and an interpretation \( I \) such that (i) \( I \not\models r'_1 \), (ii) \( I \models r'_2 \), and (iii) \( I \cup \text{head}(r'_1) \not\models r'_2 \). This intuitively means
that if $I$ does not satisfy $r'_1$, $I$ satisfies $r'_2$, and head($r'_1$) is added to $I$ to satisfy $r'_1$, this causes $r'_2$ not to be satisfied anymore (and then to be “activated”).

**Definition 5.11 Activation graph.** The activation graph of a Datalog$^f$ program $P$, denoted $\Omega(P)$, is a directed graph whose nodes are the rules of $P$, and there is an edge $(r_i, r_j)$ in the graph iff $r_i$ activates $r_j$.

**Example 5.12** Consider the following Datalog$^f$ program:

\[
\begin{align*}
    r_0 &: p(X) \leftarrow base(X). \\
    r_1 &: q(f(X)) \leftarrow p(X). \\
    r_2 &: p(g(X)) \leftarrow q(X),
\end{align*}
\]

where $base$ is a base predicate symbol. It is easy to see that $r_0$ activates $r_1$, but not vice versa; $r_1$ activates $r_2$ and vice versa. The activation graph is shown in Figure 5.2.

![Activation graph](image)

**Figure 5.2:** Activation graph.

**Definition 5.13 Safe program.** Given a Datalog$^f$ program $P$, the set of safe arguments safe($P$) is computed by first setting safe($P$) = FD($P$) (cf. Definition 5.6) and next iteratively adding each argument $q[k]$ of $P$ such that for every rule $r \in P$ where $q$ appears in the head,

- $r$ does not appear in a cycle of $\Omega(P)$, or
- if $q(t_1, \ldots, t_n)$ is the head atom, then for every variable $X$ appearing in $t_k$, there is an atom $p(u_1, \ldots, u_m)$ in body($r$) and a term $u_i$ (1 $\leq$ $i$ $\leq$ $m$) s.t. $X$ appears in $u_i$ and $p[i]$ is safe.
A Datalog\(^f\) program \(P\) is said to be \textit{safe} if all its arguments are safe.

**Example 5.14** The following Datalog\(^f\) program, where \(\text{base}\) is a base predicate symbol, is safe as its activation graph does not have cycles (notice that rule \(r_2\) does not activate itself):

\[
\begin{align*}
\text{r}_1 : & \quad p(X, X) \leftarrow \text{base}(X). \\
\text{r}_2 : & \quad p(f(X), g(X)) \leftarrow p(X, X).
\end{align*}
\]

Although the class of safe programs strictly includes \(\lambda\)-restricted programs, the classes of safe and argument-restricted programs are not comparable, as shown in the following example.

**Example 5.15** The Datalog\(^f\) program of Example 5.14 is safe, but not argument-restricted. On the other hand, the following Datalog\(^f\) program, where \(\text{base}\) is a base predicate symbol, is argument-restricted, but not safe:

\[
\begin{align*}
\text{r}_1 : & \quad q(X, f(X)) \leftarrow p(X). \\
\text{r}_2 : & \quad r(X, Y) \leftarrow q(X, Y). \\
\text{r}_3 : & \quad p(X) \leftarrow r(Y, X), \text{base}(X). \\
\text{r}_4 : & \quad t(X, X) \leftarrow q(Y, X). \\
\text{r}_5 : & \quad q(X, X) \leftarrow t(X, Y). \\
\text{r}_6 : & \quad t(X, g(X, Y_1, Y_2)) \leftarrow t(Y_1, X), q(Y_2, X).
\end{align*}
\]

It can be readily verified that the function \(\phi\) defined as follows is an argument ranking, and thus, the program above is argument-restricted:

\[
\begin{align*}
\phi(p[1]) &= 0, & \phi(\text{base}[1]) &= 0, \\
\phi(q[1]) &= 1, & \phi(q[2]) &= 1, \\
\phi(r[1]) &= 1, & \phi(r[2]) &= 1, \\
\phi(t[1]) &= 1, & \phi(t[2]) &= 2.
\end{align*}
\]

The set of finite domain arguments is \(\{\text{base}[1], p[1]\}\), which is also the set of safe arguments. Thus, the program above is not safe.

### 5.2.5 \(\Gamma\)-ACYCLIC PROGRAMS

\(\Gamma\)-acyclic programs have been introduced by Greco et al. [2012b]. The definition of \(\Gamma\)-acyclic programs relies on the notion of propagation graph defined below.

**Definition 5.16** Propagation graph. The (labeled) propagation graph \(\Delta(P)\) of a Datalog\(^f\) program \(P\) is a labeled directed graph defined as follows. The set of nodes is the set of non-safe arguments (see Definition 5.13) of \(P\), also-called \textit{affected arguments} and denoted as \(\text{aff}(P)\). The set of (labeled) edges is defined in the following way: for each pair of nodes \(p[i], q[j] \in \text{aff}(P)\) and for every rule \(r \in P\) such that
• there is an atom \( p(t_1, \ldots, t_n) \) in the head of \( r \),
• there is an atom \( q(u_1, \ldots, u_m) \) in the body of \( r \), and
• the same variable \( X \) occurs in both \( t_i \) and \( u_j \),

there is a labeled edge \( (q[j], p[i], \alpha) \in E \), where \( \alpha \) is defined as follows:

- \( \alpha = \epsilon \) if \( t_i = u_j \),
- \( \alpha = f \) if \( u_j = X \) and \( t_i = f(\ldots, X, \ldots) \), and
- \( \alpha = \overline{f} \) if \( u_j = f(\ldots, X, \ldots) \) and \( t_i = X \).

In the previous definition, \( \epsilon \) is used to denote the empty string. Furthermore, without loss of generality, we assumed that if the same variable occurs in two terms appearing in the head and in the body of a rule, then one term is a subterm of the other and the nesting level of the complex terms is at most one.

The definition of \( \Gamma \)-acyclic programs relies also on the grammar introduced in the following definition.

**Definition 5.17 Grammar \( \Gamma_P \).** Let \( P \) be a Datalog\(^f\) program and \( F_p \) the set of function symbols occurring in \( P \). The grammar \( \Gamma_P \) is a 4-tuple \((N, T, R, S)\), where \( N = \{ S, S_1, S_2 \} \) is the set of nonterminal symbols, \( S \) is the start symbol, \( T = \{ f \mid f \in F_p \} \cup \{ \overline{f} \mid f \in F_p \} \) is the set of terminal symbols, and \( R \) is the set consisting of the following production rules:

- \( S \to S_1 f S_2, \quad \forall f \in F_p \);
- \( S_1 \to f S_1 \overline{f} S_1 \mid \epsilon, \quad \forall f \in F_p \);
- \( S_2 \to (S_1 \mid f) S_2 \mid \epsilon, \quad \forall f \in F_p \).

The language \( L(\Gamma_P) \) is the set of strings generated by \( \Gamma_P \).

A path \( \pi \) in a propagation graph \( \Delta(P) \) is a sequence \((a_1, b_1, \alpha_1), \ldots, (a_k, b_k, \alpha_k)\) of labeled edges of \( \Delta(P) \), where \( k \geq 1 \) and \( b_i = a_{i+1} \) for all \( 1 \leq i < k \). If \( a_1 = b_k \), then \( \pi \) is also called a cycle. For any path \( \pi \) as above, we denote with \( \lambda(\pi) \) the string \( \alpha_1 \ldots \alpha_k \). Given a grammar \( \Gamma_P = (N, T, R, S) \) and a propagation graph \( \Delta(P) \), we say that path \( \pi \) in \( \Delta(P) \) spells a string \( w \in L(\Gamma_P) \) if \( \lambda(\pi) = w \). We are now ready to define \( \Gamma \)-acyclic programs.

**Definition 5.18 \( \Gamma \)-acyclic program.** A Datalog\(^f\) program \( P \) is \( \Gamma \)-acyclic if there is no cycle in \( \Delta(P) \) spelling a string of \( L(\Gamma_P) \).

It straightforwardly follows from the definition above that the class of safe programs is a subset of the class of \( \Gamma \)-acyclic programs. In fact, for every safe program, the propagation graph is empty (because the set of affected arguments is empty, cf. Definition 5.16), and thus, the
condition of $\Gamma$-acyclicity of Definition 5.18 is trivially satisfied. The class of $\Gamma$-acyclic programs strictly contains that of safe programs, while it is not comparable with that of argument-restricted programs, as shown in the following example.

**Example 5.19** As already discussed, the Datalog$^f$ program of Example 5.14 is safe, but not argument-restricted. Since the program is safe, then it is also $\Gamma$-acyclic.

The following Datalog$^f$ program is $\Gamma$-acyclic but not safe (it is not argument-restricted either):

\[
\begin{align*}
    r_1 : & \quad r(f(X)) \leftarrow s(X). \\
    r_2 : & \quad q(f(X)) \leftarrow r(X). \\
    r_3 : & \quad p(X) \leftarrow q(X). \\
    r_4 : & \quad n(X) \leftarrow p(g(X)). \\
    r_5 : & \quad s(X) \leftarrow n(X).
\end{align*}
\]

Notice that all arguments are affected. The propagation graph has a single cycle going through all arguments of the program, and the corresponding string is $ffg$. Since the string does not belong to the language $L(P)$, the program is $\Gamma$-acyclic.

As already shown, the Datalog$^f$ program of Example 5.15 is argument-restricted. It can be easily verified that the corresponding propagation graph has a cycle spelling a string of $L(P)$ (e.g., there is a cycle going through $t[1]$ and $t[2]$ whose associated string is $g$). Thus, the program is not $\Gamma$-acyclic.

### 5.2.6 BOUNDED PROGRAMS

A termination criterion more general than the ones presented thus far has been proposed by Greco et al. [2013a], who introduced the class of *bounded programs*, which strictly includes the classes of programs presented in the previous sections.

The criterion relies on two powerful tools: (i) the labeled argument graph, a directed graph whose edges are labeled with useful information on how terms are propagated from the body to the head of rules, and (ii) the activation graph presented before (Definition 5.11). The labeled argument graph is used in synergy with the activation graph for a better understanding of how terms are propagated.

Another relevant aspect that distinguishes the criterion presented in this section from the termination criteria previously discussed is that the latter analyze one group of arguments (depending on each other) at a time, without looking at how groups of arguments are related. On the contrary, the criterion of bounded programs can be used to perform an analysis of how groups of arguments affect each other.

For instance, none of the termination criteria discussed in the previous sections is able to realize that the bottom-up evaluation of the program of Example 5.1 terminates. Intuitively, this is because they analyze how the first argument of *count* affects itself and how the second argument of *count* affects itself, but miss noticing that the growth of the latter is bounded by the reduction
of the former. One of the novelties of the criterion presented in this section is the capability of doing this kind of reasoning—indeed, it is able to realize that the bottom-up evaluation of the program above terminates.

We start by introducing some notation and terminology used in the following. We define a partial argument ranking for a Datalog program $P$ as a partial function $\phi$ from $\text{arg}(P)$ to non-negative integers, such that the following condition is satisfied for every rule $r$ of $P$. Let $A$ be the atom occurring in the head of $r$. For every variable $X$ occurring in a term $A$, if $\phi(A^0[i])$ is defined, then $\text{body}(r)$ contains an atom $B$ such that $X$ occurs in a term $B^j$, $\phi(B^0[j])$ is defined, and the following condition is satisfied:

$$\phi(A^0[i]) - \phi(B^0[j]) \geq d(X, A^i) - d(X, B^j).$$

The set of restricted arguments of $P$ is $\text{AR}(P) = \{p[i] \mid p[i] \in \text{arg}(P) \land$ there exists a partial argument ranking $\phi$ s.t. $\phi(p[i])$ is defined$\}$.

An argument $p[i]$ in $\text{arg}(P)$ is said to be limited iff for any finite database $D$, the set $\{t_i \mid p(t_1, \ldots, t_n) \in M\}$ is finite, where $M$ is the least model of $P_D$.

For ease of presentation, we assume that if the same variable occurs in two terms appearing in the head and in the body of a rule, then one term is a subterm of the other, and complex terms are of the form $f(t_1, \ldots, t_m)$ with the $t_i$’s being simple terms. There is no loss of generality in such assumptions as every Datalog program can be rewritten into an equivalent one satisfying such conditions (e.g., a rule of the form $p(f(h(X))) \leftarrow q(g(X))$ can be rewritten into the three rules $p(f(X)) \leftarrow p'(X)$, $p'(h(X)) \leftarrow p''(X)$, and $p''(X) \leftarrow q(g(X))$).

Below we introduce the first tool used to define bounded programs. It is a new graph derived from the argument graph by labeling edges with additional information.

**Definition 5.20  Labeled argument graph.** The labeled argument graph of a Datalog program $P$, denoted $G_L(P)$, is a directed graph whose set of nodes is $\text{arg}(P)$, and the set of labeled edges is defined as follows. For each pair of nodes $p[i], q[j] \in \text{arg}(P)$, and for every rule $r \in P$ such that

1. there is an atom $p(t_1, \ldots, t_n)$ in $\text{head}(r)$,
2. there is an atom $q(u_1, \ldots, u_m)$ in $\text{body}(r)$, and
3. terms $t_i$ and $u_j$ have a common variable $X$;

there exists an edge $(q[j], p[i], (\alpha, r, k))$, where $k$ is a natural number denoting the position of $q(u_1, \ldots, u_m)$ in $\text{body}(r),$\footnote{We assume that atoms in the body are ordered with the first one being associated with 1, the second one with 2, etc. The order is used only for the purpose of identifying body atoms.} and

$$\alpha = \epsilon \text{ if } u_j = t_i;$$
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Figure 5.3: Labeled argument and activation graphs.

- $\alpha = f$ if $u_j = X$ and $t_i = f(\ldots, X, \ldots)$; and
- $\alpha = \overline{f}$ if $u_j = f(\ldots, X, \ldots)$ and $t_i = X$.

Example 5.21 Consider the following Datalog$^f$ program

\[
\begin{align*}
    r_0 & : \quad t(X, X) \leftarrow a(X). \\
    r_1 & : \quad q(f(X), Y) \leftarrow t(X, Y), b(X). \\
    r_2 & : \quad t(X, f(Y)) \leftarrow q(X, Y). \\
    r_3 & : \quad q(f(X), f(Y)) \leftarrow s(X, Y). \\
    r_4 & : \quad s(X, Y) \leftarrow q(h(X), Y),
\end{align*}
\]

where $a$ and $b$ are base predicate symbols. The labeled argument and activation graphs of the program above are depicted in Figure 5.3. For instance, the edge $(r[1], q[1], \{f, r_1, 1\})$ says that the first atom in the body of $r_1$ is an atom whose predicate symbol is $t$, its first term is a variable, say $X$, and the atom in the head of $r_1$ is an atom whose predicate symbol is $q$ and whose first term is of the form $f(\ldots, X, \ldots)$. We will show how this kind of information can be profitably used to analyze Datalog$^f$ programs (e.g., to keep track of how complex terms are generated from argument to argument).

A path $\rho$ from $a_1$ to $b_m$ in a labeled argument graph $G_L(P)$ is a non-empty sequence $(a_1, b_1, (a_1, r_1, k_1)), \ldots, (a_m, b_m, (a_m, r_m, k_m))$ of labeled edges of $G_L(P)$ s.t. $b_i = a_{i+1}$ for all $1 \leq i < m$. If the first and last nodes coincide (i.e., $a_1 = b_m$), then $\rho$ is called a cyclic path. We define $\lambda_1(\rho) = \alpha_1 \ldots \alpha_m$ as the sequence of $\varepsilon$ and function symbols labeling the edges of $\rho$, $\lambda_2(\rho) = \ldots = \lambda_n(\rho) = \varepsilon$. \]
5.2. TERMINATION CRITERIA

$r_1, \ldots, r_m$ as the sequence of rules labeling the edges of $\rho$, and $\lambda_3(\rho) = (r_1, k_1) \ldots (r_m, k_m)$ as the sequence of pairs (rule, body atom identifier) labeling the edges of $\rho$. In the case where the indication of the start edge is not relevant, we will call a cyclic path a cycle. Given a cycle $\pi$ consisting of $n$ labeled edges $e_1, \ldots, e_n$, we can derive $n$ different cyclic paths starting from each of the $e_i$’s—we use $\tau(\pi)$ to denote the set of such cyclic paths. As an example, if $\pi$ is a cycle consisting of labeled edges $e_1, e_2, e_3$, then $\tau(\pi) = \{(e_1, e_2, e_3), (e_2, e_3, e_1), (e_3, e_1, e_2)\}$. Given two cycles $\pi_1$ and $\pi_2$, we write $\pi_1 \approx \pi_2$ iff there exist $\rho_1 \in \tau(\pi_1)$ and $\rho_2 \in \tau(\pi_2)$ such that $\lambda_3(\rho_1) = \lambda_3(\rho_2)$. A cycle is basic if it does not contain two occurrences of the same edge.

We say that a node $p[i]$ of $G_L(P)$ depends on a node $q[j]$ of $G_L(P)$ iff there is a path from $q[j]$ to $p[i]$ in $G_L(P)$. Moreover, we say that $p[i]$ depends on a cycle $\pi$ iff it depends on a node $q[j]$ appearing in $\pi$. Clearly, nodes belonging to a cycle $\pi$ depend on $\pi$. We say that $\lambda_3(\rho) = r_1, \ldots, r_m$ denotes a cyclic path in the activation graph $\Omega(P)$ iff $\tau(r_1, r_2), \ldots, (r_m-1, r_m), (r_m, r_1)$ are edges of the activation graph $\Omega(P)$.

**Definition 5.22 Active cycle.** Given a Datalog$^f$ program $P$, we say that a cycle $\pi$ in $G_L(P)$ is active iff $\exists \rho \in \tau(\pi)$ such that $\lambda_3(\rho)$ denotes a cyclic path in the activation graph $\Omega(P)$.

Thus, checking if a cycle in the labeled argument graph is active requires looking at the activation graph. Here the basic idea is to check, based on the information reported in the activation graph, if the propagation of terms along a cycle of the labeled argument graph can really take place. We illustrate this with the following example.

**Example 5.23** Consider the labeled argument graph and the activation graph of Example 5.21 (cf. Figure 5.3). Cycles $\pi_1$ and $\pi_3$ in Figure 5.3 are active as $(r_1, r_2), (r_2, r_1)$ is a cyclic path in the activation graph. On the contrary, it is easy to check that cycles $\pi_2$ and $\pi_4$ in Figure 5.3 are not active.

In the previous example, the labeled edges of the non-active cycle $\pi_4$ say that a complex term with function symbol $f$ might be generated from $s[2]$ to $q[2]$ (using rule $r_3$), be propagated from $q[2]$ to $s[2]$ (using rule $r_4$), and so on and so forth, possibly causing the generation of complex terms of unbounded size. However, in order for this to happen, rules $r_3$ and $r_4$ should activate each other, which is not the case from an analysis of the activation graph. Thus, we can conclude that the generation of unbounded terms cannot really happen.

On the other hand, active cycles might lead to the generation of terms of unbounded size. To establish whether this can really be the case, a deeper analysis of the cycles in the labeled argument graph is performed. Specifically, grammars are used to analyze edge labels to get a better understanding of what terms can be propagated among arguments. We use two distinct languages which allows us to distinguish between “growing” paths, which could give rise to terms of infinite size, and “balanced” paths, where propagated terms do not grow (see Definition 5.25).
In addition to the grammar $\Gamma_p$ of Definition 5.17, we define the grammar $\Gamma'_p$ below.

**Definition 5.24 Grammar $\Gamma'_p$.** Let $P$ be a Datalog program and $F_P$ the set of function symbols occurring in $P$. The grammar $\Gamma'_p$ is a 4-tuple $(N, T, R, S)$ where $N = \{S\}$ is the set of nonterminal symbols, $S$ is the start symbol, $T = \{f \mid f \in F_P\} \cup \{f \mid f \in F_P\}$ is the set of terminal symbols, and $R$ contains the production rule:

\[
S \rightarrow f S S f \mid \epsilon, \quad \forall f \in F_P.
\]

The language $L(\Gamma'_p)$ is the set of strings generated by $\Gamma'_p$.

Notice that $L(\Gamma_p) \cap L(\Gamma'_p) = \emptyset$. Recall that grammar $\Gamma_p$ has been introduced in Greco et al. [2012b] to analyze cycles of the propagation graph. Here we consider a more detailed analysis of the relationships among arguments by considering also $\Gamma'_p$. Intuitively, strings in $L(\Gamma'_p)$ describe growing sequences of function symbols used to compose and decompose complex terms, so that, starting from a given term we obtain a larger term. On the other hand, strings in $L(\Gamma'_p)$ describe “balanced” sequences of function symbols used to compose and decompose complex terms, so that starting from a given term we obtain the same term.

**Definition 5.25 Classification of cycles.** Given a Datalog program $P$ and a cycle $\pi$ in $G_L(P)$, we say that $\pi$ is

- **growing** if there is $\rho \in \tau(\pi)$ s.t. $\lambda_1(\rho) \in L(\Gamma_p)$,
- **balanced** if there is $\rho \in \tau(\pi)$ s.t. $\lambda_1(\rho) \in L(\Gamma'_p)$, and
- **failing** otherwise.

Consider the labeled argument graph in Figure 5.3. Cycles $\pi_1$, $\pi_3$, and $\pi_4$ are growing, whereas cycle $\pi_2$ is failing. Observe that, in general, a failing cycle is not active, but the inverse is not true. In fact, cycle $\pi_4$ from Figure 5.3 is not active even if it is not failing.

The tools introduced so far are used to define the **binding operator** $\Psi_P$ (Definition 5.26 below). The idea is to compute the fixpoint of $\Psi_P$ starting from a set of limited arguments, so as to get a set of limited arguments, which can be used as an underestimation of the limited arguments of the program. If the fixpoint computation gives us all arguments of $P$, then $P$ is **bounded**.

**Definition 5.26 $\Psi_P$ operator.** Let $P$ be a Datalog program and $A \subseteq arg(P)$. We define $\Psi_P(A)$ as the set of arguments $q[k]$ of $P$ such that, for each cycle $\pi$ in $G_L(P)$ on which $q[k]$ depends, at least one of the following conditions holds:

1. $\pi$ is not active or is not growing;
2. \( \pi \) contains an edge \( (s[j], p[i], (f, r, l)) \) and, letting \( p(t_1, \ldots, t_n) \) be the atom in the head of \( r \), for every variable \( X \) in \( t_i \), there is an atom \( b(u_1, \ldots, u_m) \) in \( \text{body}(r) \) s.t. \( X \) appears in a term \( u_k \) and \( b[h] \in A \); and

3. there is a cycle \( \pi' \) in \( G_L(P) \) s.t. \( \pi' \approx \pi \), \( \pi' \) is not balanced, and \( \pi' \) passes only through arguments in \( A \).

The following example illustrates the \( \Psi_P \) operator.

**Example 5.27** Consider the Datalog \( f \) program of Example 5.21, whose labeled argument and activation graphs are reported in Figure 5.3. Notice that cycles \( \pi_1 \) and \( \pi_3 \) are growing and active, \( \pi_2 \) is failing and non-active, \( \pi_4 \) is growing and non-active. The cycle \( \pi_5 \) composed by \( \pi_1 \) and \( \pi_2 \) (denoted by a dashed line) is failing and non-active, and the cycle \( \pi_6 \) composed by \( \pi_3 \) and \( \pi_4 \) (denoted by a dashed line) is growing and non-active. Furthermore, base arguments \( a[1] \) and \( b[1] \) do not depend on any cycle; \( t[1], q[1], s[1] \) depend on \( \pi_1, \pi_2, \) and \( \pi_5 \); \( t[2], q[2], s[2] \) depend on \( \pi_3, \pi_4, \) and \( \pi_6 \). By iteratively applying operator \( \Psi_P \) starting from \( \emptyset \) we have:

- \( A_1 = \Psi_P(\emptyset) = \{a[1], b[1]\} \);
- \( A_2 = \Psi_P(A_1) = A_1 \cup \{t[1], q[1], s[1]\} \) as Condition 2 of Definition 5.26 applies to \( \pi_1 \), and Condition 1 applies to \( \pi_2 \) and \( \pi_5 \); and
- \( A_3 = \Psi_P(A_2) = A_2 \cup \{t[2], q[2], s[2]\} \) as Condition 1 applies to \( \pi_4 \) and \( \pi_6 \), and Condition 3 applies to \( \pi_3 \) (in fact, \( \pi_1 \approx \pi_3 \), \( \pi_1 \) is not balanced and goes only through nodes in \( A_3 \)).

Therefore, we derive that all arguments are limited.

We are now ready to define the class of bounded programs. Given a Datalog \( f \) program \( P \), we start with the set of restricted arguments \( AR(P) \), which gives a good and efficiently computable approximation of the set of limited arguments; then, we iteratively apply operator \( \Psi_P \) trying to infer more limited arguments. If, eventually, all arguments in \( \text{arg}(P) \) are determined as limited, then \( P \) is bounded.

More formally, given a Datalog \( f \) program \( P \), the \( i \)-th iteration of \( \Psi_P \) \((i \geq 1)\) w.r.t. a set \( A \subseteq \text{arg}(P) \) is defined as follows: \( \Psi^i_P(A) = \Psi_P(A) \) and \( \Psi^{i+1}_P(A) = \Psi_P(\Psi^{i-1}_P(A)) \) for \( i > 1 \). It can be easily verified that \( \Psi_P \) always has a fixpoint, denoted by \( \Psi^\infty_P(A) \).

**Definition 5.28** **Bounded programs.** The set of bounded arguments of a Datalog \( f \) program \( P \) is \( \Psi^\infty_P(AR(P)) \). We say that \( P \) is bounded if all its arguments are bounded.

Bounded programs strictly include argument-restricted and \( \Gamma \)-acyclic programs [Greco et al., 2013a].
5.3 PROGRAM ADORNMENT

The termination criteria discussed in the previous section are not able to identify as terminating even simple Datalog\(^f\) programs whose bottom-up evaluation always terminates. For instance, consider the following example.

**Example 5.29** Consider the following Datalog\(^f\) program

\[
\begin{align*}
p(X, X) & \leftarrow \text{base}(X). \\
q(X, Y) & \leftarrow p(X, Y). \\
p(f(X), g(X)) & \leftarrow q(X, X).
\end{align*}
\]

where \text{base} is a base predicate symbol. The bottom-up evaluation of the program terminates whatever set of facts for \text{base} is added to it. Nevertheless, none of the termination criteria introduced so far is able to realize that the bottom-up evaluation terminates.

In this section, we present an orthogonal technique that, used in conjunction with current termination criteria, allows us to detect more Datalog\(^f\) programs whose evaluation terminates. The technique has been introduced in Greco et al. [2013b]. It takes a Datalog\(^f\) program \(P\) and transforms it into an “adorned” Datalog\(^f\) program \(P^\mu\) with the aim of applying termination criteria to \(P^\mu\) rather than \(P\). The transformation is sound in that if \(P^\mu\) satisfies a certain termination criterion, then the bottom-up evaluation of \(P\) terminates.

Applying termination criteria to adorned programs rather than the original ones makes termination criteria (strictly) more effective, that is, (strictly) more programs whose evaluation terminates are recognized. Roughly speaking, each adorned rule is obtained from a rule in the original program by adding adornments, which keep track of the structure of the terms that can be propagated during the bottom-up evaluation. Here the basic idea is to generate only rules that have a chance to trigger, and disregard those rules that have no chance to trigger (because what can actually be derived during the program evaluation does not comply with the structure of the body). As adorning predicate symbols possibly breaks “cyclic” dependencies among arguments and/or rules, this often allows us to recognize more Datalog\(^f\) programs as terminating than if termination criteria are applied to the original Datalog\(^f\) programs. An example is provided below.

**Example 5.30** Consider again the Datalog\(^f\) program of Example 5.29. The technique presented in this section transforms it into the following adorned Datalog\(^f\) program:

\[
\begin{align*}
p^e(X, X) & \leftarrow \text{base}^e(X). \\
q^e(X, Y) & \leftarrow p^e(X, Y). \\
p^{f,g_1}(f(X), g(X)) & \leftarrow q^e(X, X). \\
q^{f,g_1}(X, Y) & \leftarrow p^{f,g_1}(X, Y).
\end{align*}
\]

The adorned program above is “equivalent” to the original one of Example 5.29 in that the least model of the original program can be obtained from the least model of the transformed program by dropping adornments.
As opposed to the original program, the transformed program above is not recursive, and thus, it is easily recognized as terminating by all current termination criteria. This allows us to say that the bottom-up evaluation of the original program is terminating because of the aforementioned equivalence.

For the sake of simplicity and without loss of generality, we assume that databases do not contain complex terms (hence, we can assume that base atoms in rule bodies do not contain complex terms). For instance, the set of facts \( \{ \text{base}(a), \text{base}(f(b)) \} \) can be replaced with the set of facts \( \{ \text{base}(a), \text{base}(b) \} \) and the rules \( \{ \text{base}_d(a) \leftarrow \text{base}(a), \text{base}_d(f(b)) \leftarrow \text{base}(b) \} \), where \( \text{base}_d \) is a derived predicate symbol. Additionally, atoms appearing in rule bodies and having \( \text{base} \) as predicate symbol are replaced with the same atoms where \( \text{base}_d \) replaces \( \text{base} \). Since databases are not relevant for the proposed technique, they are not shown in examples. In fact, as discussed in the following, the technique allows us to conclude that the evaluation of a Datalog \( f \) program terminates for any database that is added to the program.

We start by introducing notation and terminology used hereafter. We will use the notation \( p(t_1, \ldots, t_n) \) to refer to an atom \( p.t_1;\ldots;t_n \) (here \( t \) is understood to be a sequence of \( n \) terms). Given a Datalog \( f \) program \( P \), we define the adornment alphabet \( \Lambda = \{ \epsilon \} \cup \{ f_i | f \text{ is a function symbol in } P \text{ and } i \in \mathbb{N} \} \); elements of \( \Lambda \) are called adornment symbols. An adornment \( \alpha \) for a predicate symbol \( p \) of arity \( n \) is a string of length \( n \) over the alphabet \( \Lambda \); the expression \( p^\alpha \) is an adorned predicate symbol, and \( p^\alpha(t_1, \ldots, t_n) \) is an adorned atom, where the \( t_i \)'s are terms. An adorned conjunction is a conjunction of adorned atoms. An adorned rule is a rule containing only adorned atoms. Given an adornment symbol \( f_i \) in \( \Lambda - \{ \epsilon \} \), an adornment definition for \( f_i \) is an expression of the form \( f_i = f(a_1, \ldots, a_m) \), where \( m \) is the arity of function symbol \( f \) and the \( a_i \)'s are adornment symbols. As an example, if the transformation technique derives an adorned predicate symbol \( p^{f_1g_1} \) with adornment definitions \( f_1 = f(\epsilon) \) and \( g_1 = g(f_1) \), this means that the bottom-up evaluation of the considered Datalog \( f \) program might yield atoms of the form \( p(f(c_1), g(f(c_2))) \) with \( c_1 \) and \( c_2 \) being constants.³ Intuitively, adornment definitions are used to keep track of what kind of complex terms can be propagated.

Roughly speaking, the transformation technique works as follows. It maintains a set of adorned predicate symbols, a set of adornment definitions, and a set of adorned rules. Whenever we find a rule whose body can be adorned in a “coherent” way (we will make clear what this means in Definition 5.33), we derive an adorned predicate symbol from the rule head (using the body adornments), and generate an adorned rule. In this step, new adornment definitions might

³Here predicate symbol \( p \) is assumed of arity 2, and function symbols \( f \) and \( g \) are assumed of arity 1.
be generated as well. New adorned predicate symbols are used to generate further adorned rules. Below is an example that illustrates the basic idea.

Example 5.31 Consider the following Datalog program, where base is a base predicate symbol:

\[ r_0 : p(X, f(X)) \leftarrow base(X). \]
\[ r_1 : p(X, f(X)) \leftarrow p(Y, X), base(Y). \]
\[ r_2 : p(X, Y) \leftarrow p(f(X), f(Y)). \]

First, base predicate symbols are adorned with strings of \( \varepsilon \)'s; thus, we get the adorned predicate symbol \( base^\varepsilon \). This is used to adorn the body of \( r_0 \) so as to get

\[ \rho_0 : p^{\varepsilon f_1}(X, f(X)) \leftarrow base^\varepsilon(X) \]

from which we derive the new adorned predicate symbol \( p^{\varepsilon f_1} \), and the adornment definition \( f_1 = f(\varepsilon) \). Next, \( p^{\varepsilon f_1} \) and \( base^\varepsilon \) are used to adorn the body of \( r_1 \) so as to get

\[ \rho_1 : p^{f_1 f_2}(X, f(X)) \leftarrow p^{\varepsilon f_1}(Y, X), base^\varepsilon(Y) \]

from which we derive the new adorned predicate symbol \( p^{f_1 f_2} \), and the adornment definition \( f_2 = f(f_1) \). Intuitively, the body of \( \rho_1 \) is coherently adorned because \( Y \) is always associated with the same adornment symbol \( \varepsilon \). Using the new adorned predicate symbol \( p^{f_1 f_2} \), we can adorn rule \( r_2 \) and get

\[ \rho_2 : p^{\varepsilon f_1}(X, Y) \leftarrow p^{f_1 f_2}(f(X), f(Y)). \]

At this point, we are not able to generate new adorned rules (using the adorned predicate symbols generated so far) with coherently adorned bodies and the transformation terminates. For instance, we may attempt to adorn the body of \( r_1 \) as \( p^{f_1 f_2}(Y, X), base^\varepsilon(Y) \), but this is not coherently adorned because the same variable \( Y \) is associated with both \( f_1 \) and \( \varepsilon \). As a further example, we may attempt to adorn the body of \( r_2 \) as \( p^{\varepsilon f_1}(f(X), f(Y)) \), but again this is not coherently adorned because \( f(X) \) does not comply with the term structure described by \( \varepsilon \), which indicates that the first term of the atom should be a simple term.

The order according to which rules are adorned is irrelevant.

In the previous example, to determine termination of the bottom-up evaluation of the original program, we can apply current termination criteria to the transformed program \( P^\mu = \{\rho_0, \rho_1, \rho_2\} \) rather than the original one. In fact, the adornment technique ensures that if \( P^\mu \) is recognized as terminating, so is the original program. Notice that both the original program and the transformed one are recursive, but while some termination criteria (e.g., the argument-restricted, \( \Gamma \)-acyclicity, and bounded criteria) detect \( P^\mu \) as terminating, none of the current termination criteria is able to realize that the original program's evaluation terminates.

For instance, consider argument-restriction (cf. Section 5.2.3). The original program of Example 5.31 above is not argument-restricted, as there is no argument ranking for it. In fact,
every argument ranking must satisfy \( \phi(p[2]) - \phi(p[2]) \geq 1 \) (because of rule \( r_1 \)), but this condition is clearly unsatisfiable. On the other hand, the transformed program \( P^\mu = \{\rho_0, \rho_1, \rho_2\} \) is argument-restricted, as an argument ranking for it can be found. For instance, the function \( \phi \) defined as follows is an argument ranking: \( \phi(\text{base}_f[1]) = 0, \phi(p^{f/1}[1]) = 0, \phi(p^{f/1}[2]) = 1, \phi(p^{f/1,f_1}[1]) = 1, \phi(p^{f/1,f_2}[2]) = 2. \)

Furthermore, the transformation technique allows current termination criteria to detect strictly more programs as terminating under bottom-up evaluation. As an example, the original program in the example above is not argument-restricted, so we could not say anything about the termination of its bottom-up evaluation on the basis of such a criterion. However, \( P^\mu \) is argument-restricted and this allows us to conclude that the bottom-up evaluation of the original program terminates for any database added to it.

In the following, we formally present the transformation technique. First, we define how to determine the adornment symbols associated with the variables in an adorned conjunction, and how to check if the conjunction is coherently adorned. Then, we define how to determine the adornment of a rule head when its body is coherently adorned. Finally, we present the complete technique.

Checking adornment coherency. The aim of adornment coherency is to check if the adorned conjunction in the body of an adorned rule satisfies two conditions that are necessary for the rule to “trigger.” First, for each adorned atom \( p^{\alpha_1\cdots\alpha_n}(t_1, \ldots, t_n) \) in the conjunction, we check if \( t_i \) complies with the term structure corresponding to \( \alpha_i \). As an example, in the adorned atom \( p^{f_1}(g(X)) \) with adornment definition \( f_1 = f(\epsilon), g(X) \) does not comply with the term structure \( f(\epsilon) \) corresponding to \( f_1 \), where \( \epsilon \) is an arbitrary constant. Second, we determine the adornment symbol associated with each variable occurrence in the conjunction and check if, for every variable, all its occurrences are associated with adornment symbols describing compatible term structures. As an example, if \( p^{f_1 g_1}(X, X) \) is an atom in the conjunction with adornment definitions \( f_1 = f(\epsilon) \) and \( g_1 = g(\epsilon) \), then two different term structures are associated with two occurrences of the same variable \( X \) and the conjunction is not coherently adorned.

Function \( \text{TermAdn} \) below determines the adornment symbols associated with the variables in a term \( t_i \) in an adorned atom \( p^{\alpha_1\cdots\alpha_n}(t_1, \ldots, t_n) \) on the basis of \( \alpha_i \) and a set of adornment definitions \( S \). Function \( \text{BodyAdn} \) simply collects the adornment symbols for all variables in an adorned conjunction (using \( \text{TermAdn} \)), and is used to check if the conjunction is coherently adorned.

**Definition 5.32** Let \( \text{body}^\sigma \) be an adorned conjunction and \( S \) a set of adornment definitions. We define
\[
\text{BodyAdn}(\text{body}^\sigma, S) = \bigcup_{p^{\alpha_1\cdots\alpha_n}(t_1, \ldots, t_n) \in \text{body}^\sigma} \text{TermAdn}(t_i, \alpha_i, S);
\]
where \( \text{TermAdn} \) is recursively defined as follows:

1. \( \text{TermAdn}(t_i, \epsilon, S) = \emptyset \), if \( t_i \) is a constant;
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2. \text{TermAdn}(t_i, \alpha_i, S) = \{t_i/\alpha_i\}, if \(t_i\) is a variable;

3. \text{TermAdn}(f(u_1, \ldots, u_m), f_i, S) = \bigcup_{j=1}^m \text{TermAdn}(u_j, \alpha_j, S), if \(f_i = f(\alpha_1, \ldots, \alpha_m)\) is in \(S\);

and

4. \text{TermAdn}(t_i, \alpha_i, S) = \{\text{fail}\}, otherwise.

Notice that there is a non-deterministic choice to be made in item 3 above, when there are multiple adornment definitions for the same \(f_i\) in \(S\). Depending on the choice, \(\text{BodyAdn}(\text{body}^\theta, S)\) can return different sets; we define \(S\text{BodyAdn}(\text{body}^\theta, S)\) as the set of all possible outcomes. Notice that if \(\text{body}^\theta\) is the empty conjunction, then \(S\text{BodyAdn}(\text{body}^\theta, S)\) contains only the empty set.

Definition 5.33 Consider an adorned conjunction \(\text{body}^\theta\) and a set of adornment definitions \(S\), and let \(W \in S\text{BodyAdn}(\text{body}^\theta, S)\). We say that \(\text{body}^\theta\) is coherently adorned w.r.t. \(W\) iff \(\text{fail} \notin W\) and for every two distinct \(X/\alpha\) and \(X/\beta\) in \(W\) it is the case that \(\alpha = f_i\) and \(\beta = f_j\), where \(f\) is a function symbol and \(i, j \in \mathbb{N}\).

Notice that the empty conjunction is coherently adorned. Given a set \(W \in S\text{BodyAdn}(\text{body}^\theta, S)\), we define \(S(W)\) as the set of all subsets \(T\) of \(W\) containing exactly one expression of the form \(X/\alpha\) for every variable \(X\) in \(\text{body}^\theta\). The following example illustrates the previous definitions.

Example 5.34 Consider the set of adornment definitions \(S = \{f_2 = f(f_1), f_1 = f(\epsilon), g_1 = g(\epsilon)\}\). For the adorned conjunction \(p^{f_2g_1}(f(f(X)), g(X))\), we have that \(\text{BodyAdn}(p^{f_2g_1}(f(f(X)), g(X)), S)\) can return only the set \(W\) obtained as follows:

\[
W = \text{TermAdn}(f(f(X)), f_2, S) \cup \text{TermAdn}(g(X), g_1, S)
= \text{TermAdn}(f(f(X), f_1, S) \cup \text{TermAdn}(X, \epsilon, S)
= \{X/\epsilon\} \cup \{X/\epsilon\} = \{X/\epsilon\},
\]

and \(p^{f_2g_1}(f(f(X)), g(X))\) is coherently adorned w.r.t. \(W\).

Considering \(q^{f_2}(f(g(X)))\), we have that \(\text{BodyAdn}(q^{f_2}(f(g(X))), S)\) can return only \(W = \text{TermAdn}(f(g(X)), f_2, S) = \text{TermAdn}(g(X), f_1, S) = \{\text{fail}\}\), and \(q^{f_2}(f(g(X)))\) is not coherently adorned w.r.t. \(W\).

Considering \(p^{f_2g_1}(f(X), g(X))\), we have that \(\text{BodyAdn}(p^{f_2g_1}(f(X), g(X)), S)\) can return only the set \(W\) obtained as follows:

\[
W = \text{TermAdn}(f(X), f_2, S) \cup \text{TermAdn}(g(X), g_1, S)
= \text{TermAdn}(X, f_1, S) \cup \text{TermAdn}(X, \epsilon, S)
= \{X/f_1\} \cup \{X/\epsilon\} = \{X/f_1, X/\epsilon\},
\]

and \(p^{f_2g_1}(f(X), g(X))\) is not coherently adorned w.r.t. \(W\).
Head adornment. When the conjunction in the body of a rule can be coherently adorned, adornments are propagated from the body to the head. The adornment of the head predicate symbol is determined on the basis of (i) the structure of the terms in the head, and (ii) the adornment symbols associated with the variables in the body. As an example, consider the rule $p(X; f(X; g(X)) \leftarrow b(X)$ and the adorned body conjunction $b^*(X)$. The adornment symbol associated with variable $X$ is $\epsilon$, which intuitively means that the bottom-up evaluation of the considered Datalog$^f$ program might yield atoms of the form $b(c)$, with $c$ being a constant. As a consequence, the rule above might yield atoms of the form $p(c; f(c; g(c)))$. To keep track of this, the head predicate symbol is adorned as $p^f\epsilon$, and the adornment definitions $f_1 = f(\epsilon; g_1)$ and $g_1 = g(\epsilon)$ are derived.

We start by introducing a special (asymmetric) “union operator,” denoted by $\sqcup$, which takes as input a set of adornment definitions $S$ and a set containing a single adornment definition $f_h = f(\alpha_1, \ldots, \alpha_m)$, and gives as output a set $S'$ of adornment definitions with $S \subseteq S'$. Operator $\sqcup$ is defined as follows:

- $S \sqcup \{f_h = f(\alpha_1, \ldots, \alpha_m)\} = S$, if there exists $f_k = f(\alpha_1, \ldots, \alpha_m)$ in $S$; and
- $S \sqcup \{f_h = f(\alpha_1, \ldots, \alpha_m)\} = S \cup \{f_h = f(\alpha_1, \ldots, \alpha_m)\}$, if there is no $f_k = f(\alpha_1, \ldots, \alpha_m)$ in $S$.

We are now ready to define how rule heads are adorned.

**Definition 5.35** Consider a Datalog$^f$ rule $p(t_1, \ldots, t_n) \leftarrow \text{body}$, a set of adornment definitions $S_0$, and an adorned conjunction $\text{body}^\alpha$, obtained by adding adornments to all atoms in $\text{body}$. Let $W$ be an element of $\text{SBodyAdn(body}^\alpha, S_0)$ s.t. $\text{body}^\alpha$ is coherently adorned w.r.t. $W$, and $T \in S(W)$. The adornment of the head atom $p(t_1, \ldots, t_n)$ w.r.t. $T$ and $S_0$ is

$$\text{SetHeadAdn}(p(t_1, \ldots, t_n), T, S_0) = \{p^{\alpha_1 \ldots \alpha_n}(t_1, \ldots, t_n), S_n\},$$

where

$$\langle \alpha_1, S_1 \rangle = \text{Adn}(t_1, T, S_0)$$
$$\langle \alpha_2, S_2 \rangle = \text{Adn}(t_2, T, S_1)$$
$$\vdots$$
$$\langle \alpha_n, S_n \rangle = \text{Adn}(t_n, T, S_{n-1})$$

and function $\text{Adn}$ is defined as follows:

- $\text{Adn}(t, T, S) = \{\epsilon, S\}$, if $t$ is a constant;
- $\text{Adn}(t, T, S) = \{\alpha_i, S\}$, if $t$ is a variable $X$ and $X/\alpha_i$ is in $T$;
- $\text{Adn}(f(u_1, \ldots, u_m), T, S) = \{f_j, S'\}$, where

$^4$Notice that $X$ always appears in $\text{body}^\alpha$ because of the safety condition (cf. Section 3.1).
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\( h_1, S_1 \), \( Adn(u_1, T, S) \);
\( h_2, S_2 \), \( Adn(u_2, T, S') \);
\( \vdots \);
\( h_m, S_m \), \( Adn(u_m, T, S_{m-1}) \);
\( S' = S_m \cup \{ f_i = f(\beta_1, \ldots, \beta_m) \} \), with \( i = \max \{ k \mid f_k = f(y_1, \ldots, y_m) \in S_m \} + 1 \);
\( j \) is s.t. \( f_j = f(\beta_1, \ldots, \beta_m) \) is in \( S' \).

Example 5.36

Consider the Datalog\(^f\) rule

\[
\begin{align*}
p(f(a, nil), f(X, f(Y, nil))) & \leftarrow base(X, Y)
\end{align*}
\]

and the adorned body \( base^{\epsilon}(X, Y) \). Then, \( SBodyAdn(base^{\epsilon}(X, Y), \emptyset) \) has one element, \( W = \{ X/\epsilon, Y/\epsilon \} \), and \( T = \{ X/\epsilon, Y/\epsilon \} \) is the only element in \( S(W) \). Then,

\[
\begin{align*}
SetHeadAdn(p(f(a, nil), f(X, f(Y, nil))), T, \emptyset)
\end{align*}
\]
gives \( (p^{f_1/f_2}(f(a, nil), f(X, f(Y, nil))), S_2) \), where \( S_2 = \{ f_1 = f(\epsilon, \epsilon), f_2 = f(\epsilon, f_1) \} \). In fact, by Definition 5.35,

\[
\begin{align*}
&Adn(f(a, nil), T, \emptyset) \text{ gives } \{ f_1, S_1 \}, \text{ where } S_1 = \{ f_1 = f(\epsilon, \epsilon) \}, \text{ since } \\
&Adn(a, T, \emptyset) \text{ gives } \{ \epsilon, \emptyset \}, \text{ and } \\
&Adn(nil, T, \emptyset) \text{ gives } \{ \epsilon, \emptyset \}.
\end{align*}
\]

* Then, \( Adn(f(X, f(Y, nil)), T, S_1) \) gives \( \{ f_2, S_2 \} \) as

\[
\begin{align*}
&Adn(X, T, S_1) \text{ gives } \{ \epsilon, S_1 \}, \text{ and } \\
&Adn(f(Y, nil), T, S_1) \text{ gives } \{ f_1, S_1 \} \text{ as } \\
&* Adn(Y, T, S_1) \text{ gives } \{ \epsilon, S_1 \}, \text{ and } \\
&* Adn(nil, T, S_1) \text{ gives } \{ \epsilon, S_1 \}.
\end{align*}
\]

Transformation function. Before presenting the complete transformation technique, we introduce some further notations and terminology. An adornment substitution \( \theta \) is a set of pairs the form \( f_i/f_j \) (i.e., the same function symbol is used, but with different subscripts) with \( i > j \) that does not contain two pairs of the form \( f_i/f_j \) and \( f_j/f_k \). Thus, a symbol \( f_i \) cannot be replaced by a symbol \( g_h \), and a symbol \( f_j \) used to replace a symbol \( f_i \) cannot be substituted in \( \theta \) by a symbol \( f_k \)—where \( f_i, f_j, f_k, g_h \) are in \( \Lambda \) — \{ \epsilon \}. For instance, \( \{ f_2/f_1, g_3/g_1 \} \) is an adornment substitution, but \( \{ f_1/g_1 \} \) and \( \{ f_3/f_2, f_2/f_1 \} \) are not. The result of applying \( \theta \) to an adorned rule \( r \), denoted \( r\theta \), is the adorned rule obtained from \( r \) by substituting each \( f_i \) appearing in \( r \) with
Algorithm 3 Adorn

Input: Datalog\(^f\) program \(P\).
Output: Adorned Datalog\(^f\) program \(P^\mu\).

1: \(S = \emptyset; P^\mu = \emptyset\); 
2: \(AP = \{p^a | p \text{ is a base predicate symbol appearing in } P \text{ of arity } n \text{ and every } a_i = e\};\)
3: repeat 
4: \(AP' = AP;\)
5: for each rule \(p(\bar{t}) \leftarrow body\) in \(P\) do 
6: for each \(body^\alpha\) in \(\mathcal{A}(body, AP)\) do 
7: if \(body^\alpha\) is coherently adorned w.r.t. \(W\) then 
8: for each \(T \in S(W)\) do 
9: \((p^\sigma(\bar{t}), S') = SetHeadAdn(p(\bar{t}), T, S);\)
10: \(AP = AP \cup \{p^\sigma\}; S = S';\)
11: \(ar = p^\sigma(\bar{t}) \leftarrow body^{\alpha};\)
12: \(P^\mu = P^\mu \cup \{ar\};\)
13: if \(\exists r \in P^\mu \land \exists \text{substitution } \theta \neq \emptyset \text{ s.t. } ar\theta = r\) then 
14: \(P^\mu = P^\mu \theta; AP = AP\theta; S = S\theta;\)
15: until \(AP' = AP\)
16: return \(P^\mu;\)

\(f_j\), where \(f_i / f_j\) belongs to \(\theta\). The result of applying \(\theta\) to a set of adorned rules \(P^\mu\) (resp. adorned predicate symbols \(AP\), adornment definitions \(S\)), denoted \(P^\mu\theta\) (resp. \(AP\theta\), \(S\theta\)), is analogously defined.

The set of the adorned versions of an atom \(p(\bar{t})\) w.r.t. a set of adorned predicate symbols \(AP\) is \(\mathcal{A}(p(\bar{t}), AP) = \{p^\sigma(\bar{t}) | p^\sigma \in AP\}. The set of the adorned versions of a conjunction of atoms \(body = A_1, \ldots, A_k\) w.r.t. \(AP\) is \(\mathcal{A}(body, AP) = \{AA_1, \ldots, AA_k | AA_i \in \mathcal{A}(A_i, AP) \text{ for } 1 \leq i \leq k\}. If body is the empty conjunction, then \(\mathcal{A}(body, AP)\) contains only the empty conjunction.

Function Adorn (Algorithm 3) performs the transformation of a Datalog\(^f\) program. It maintains a set of adornment definitions \(S\), a set of adorned rules \(P^\mu\) (eventually, this will be the output), and a set \(AP\) of adorned predicate symbols. Initially, \(S\) and \(P^\mu\) are empty (line 1), and \(AP\) contains all base predicate symbols in \(P\) adorned with strings of \(e\)'s (line 2). Then, for each coherently adorned body \(body^\alpha\) of a rule \(p(\bar{t}) \leftarrow body\) in the original program, we determine the adorned head \(p^\sigma(\bar{t})\) and the set of adornment definitions \(S'\) using function \(SetHeadAdn\) (line 10). The set \(AP\) is extended with \(p^\sigma\), \(S'\) is assigned to \(S\) (line 11), and a new adorned rule \(ar\) of the form \(p^\sigma(\bar{t}) \leftarrow body^{\alpha}\) is added to \(P^\mu\) (line 13). If there exists an adornment substitution \(\theta\) that applied to \(ar\) gives a rule \(r\) in \(P^\mu\), then \(\theta\) is applied to \(P^\mu\), \(AP\), and \(S\) (line 15). This ensures termination of Adorn.
The following example shows the role of adornment substitutions.

**Example 5.37** Consider the Datalog program below where *base* is a base predicate symbol:

\[
\begin{align*}
p(X) & \leftarrow \text{base}(X). \\
p(f(X)) & \leftarrow p(X).
\end{align*}
\]

Starting from \(S = \emptyset, P^\mu = \emptyset\), and \(AP = \{\text{base}^e\}\), the transformation algorithm adds the following adorned rules to \(P^\mu\):

\[
\begin{align*}
\rho_0 : & \quad p^e(X) \leftarrow \text{base}^e(X). \\
\rho_1 : & \quad p^{f_1}(f(X)) \leftarrow p^e(X). \\
\rho_2 : & \quad p^{f_2}(f(X)) \leftarrow p^{f_1}(X). \\
\rho_3 : & \quad p^{f_3}(f(X)) \leftarrow p^{f_2}(X).
\end{align*}
\]

Furthermore, the adornment definitions \(f_1 = f(e), f_2 = f(f_1), f_3 = f(f_2)\) are added to \(S\), and the adorned predicate symbols \(p^e, p^{f_1}, p^{f_2}, p^{f_3}\) are added to \(AP\). At this point, the following adorned rule is derived and added to \(P^\mu\):

\[
\rho_4 : \quad p^{f_4}(f(X)) \leftarrow p^{f_3}(X).
\]

The adornment definition \(f_4 = f(f_3)\) is added to \(S\) and \(p^{f_4}\) is added to \(AP\). However, since there is an adornment substitution \(\theta = \{f_4/f_2, f_3/f_1\}\) such that \(\rho_4\theta = \rho_2\), then \(\theta\) is applied to \(P^\mu\), \(AP\), and \(S\). Thus, \(P^\mu\) becomes \(\{\rho_0, \rho_1, \rho_2, \rho_3\theta\}\), where \(\rho_3\theta\) is

\[
p^{f_3}(f(X)) \leftarrow p^{f_2}(X).
\]

\(AP = \{p^e, p^{f_1}, p^{f_2}\}\) and \(S = \{f_1 = f(e), f_2 = f(f_1), f_1 = f(f_2)\}\). At this point, no new adorned rule can be generated and the algorithm terminates.

In the previous example, notice that both the original and the transformed programs are not recognized as terminating by current termination criteria. Indeed, for any database containing at least one fact \(\text{base}(c)\), the least model is not finite and the bottom-up evaluation of both programs never terminates. Nevertheless, function \text{Adorn} terminates.

We conclude this section by mentioning different important properties of the transformation technique (more details can be found in Greco et al. [2013b]).

First of all, function \text{Adorn} always terminates.

An important property of the transformation technique is that the original Datalog program it takes as input and the transformed Datalog program it gives as output are “equivalent” in the following sense: the least model of the original program can be obtained from the least model of transformed program by dropping adornments.

Another crucial property of the transformation technique is its soundness: if the transformed program \text{Adorn}(P) satisfies one of the termination criteria presented in the previous section, then the bottom-up evaluation of the original Datalog program \(P\) terminates—indeed, we
can state that the evaluation of \( P \cup D \) terminates for any finite database \( D \) (recall that we assume that databases do not contain complex terms). Thus, the least model of \( P \cup D \) is finite, and can be computed.

Finally, applying termination criteria to adorned programs as discussed in this section allows us to detect strictly more programs as terminating.

### 5.4 DEALING WITH DISJUNCTION AND NEGATION

The termination criteria presented in this chapter have been originally proposed for Datalog programs allowing function symbols, negation in the body, and disjunction in the head of rules. In this chapter, we have restricted attention to Datalog\(^f\) programs (where there is no negation in rule bodies and no disjunction in rule heads).

Nevertheless, a program \( P \) with disjunction in the head and negation in the body (e.g., see Example 5.38) can be analyzed by checking termination of a Datalog\(^f\) program \( st(P) \) derived from \( P \) as follows: every rule \( A_1 \lor \cdots \lor A_m \leftarrow body \) in \( P \) is replaced with \( m \) Datalog\(^f\) rules of the form \( A_i \leftarrow body^+ \) (\( 1 \leq i \leq m \)) where \( body^+ \) is obtained from \( body \) by deleting all negative literals.

It is easy to see that if \( M \) is the least model of \( st(P) \), then \( SM \subseteq M \) for every stable model \( SM \) of \( P \) (because deleting literals from rule bodies and introducing multiple rules for head disjunctions allows us to infer more ground atoms). Hence, if \( st(P) \) satisfies a termination criterion, then \( P \) has a finite number of stable models, and each of them has finite size and can be computed—e.g., by computing the stable models of the (finite) ground program \( P' \subseteq \text{ground}(P) \) consisting only of those rules whose terms all appear in \( M \).

Indeed, the analysis performed by current termination criteria over a program \( P \) (possibly with negation and disjunction) is equivalent to the analysis of \( st(P) \), because the analysis ignores negation and looks at a rule \( A_1 \lor \cdots \lor A_m \leftarrow body \) in the same way as \( m \) rules of the form \( A_i \leftarrow body \), \( 1 \leq i \leq m \).

**Example 5.38** Consider the following program \( P \) where disjunction and negation occur:

\[
\begin{align*}
p(X) \lor q(f(X)) & \leftarrow s(X), \neg base(X). \\
s(X) & \leftarrow q(g(X)), \neg p(X).
\end{align*}
\]

Then, \( st(P) \) is as follows:

\[
\begin{align*}
p(X) & \leftarrow s(X). \\
q(f(X)) & \leftarrow s(X). \\
s(X) & \leftarrow q(g(X)).
\end{align*}
\]

If \( st(P) \) satisfies a certain termination criterion, then \( P \) has a finite set of stable models and each of them has finite size and can be computed.

The problem of checking termination of the bottom-up evaluation of Datalog programs is also akin to work done in the area of term rewriting [Arts and Giesl, 2000, Endrullis et al., 2008, Ferreira and Zantema, 1996, Sternagel and Middeldorp, 2008, Zantema, 1994, 1995].

In this chapter, we have considered the problem of checking if the bottom-up evaluation of a Datalog program terminates, and thus, as noticed and discussed in Alviano et al. [2010], Calimeri et al. [2008, 2010], all the works above cannot straightforwardly be applied to the setting considered in this chapter.

As for the context considered in this chapter, recent years have witnessed an increasing interest in the problem of identifying Datalog programs with function symbols for which a finite set of finite stable models exists and can be computed.

The class of finitely-ground programs, guaranteeing the aforementioned desirable property, has been proposed in Calimeri et al. [2008]. Since membership in the class is not decidable, recent research has concentrated on the identification of decidable sufficient conditions for a program to be finitely-ground. Efforts in this direction are ω-restricted programs [Syrjänen, 2001], λ-restricted programs [Geberger et al., 2007], and finite domain programs [Calimeri et al., 2008]. More general classes are argument-restricted programs [Lierler and Lifschitz, 2009], safe and Γ-acyclic programs [Calautti et al., 2015a, Greco et al., 2012b], mapping-restricted programs [Calautti et al., 2013], bounded programs [Greco et al., 2013a], rule- and cycle-bounded programs [Calautti et al., 2014, 2015c, 2016], and size-restricted programs [Calautti et al., 2015b]. We point out that the aforementioned techniques have been proposed for Datalog programs allowing function symbols, negation in the body, and disjunction in the head of rules. In this chapter, we restricted attention to Datalog programs (where there is no negation in rule bodies and no disjunction in rule heads). However, the analysis performed by current techniques over a program $P$, possibly with negation and disjunction, is indeed equivalent to the analysis of the Datalog program $st(P)$ (cf. Section 5.4).

Termination properties of query evaluation for programs under tabling were studied in Riguzzi and Swift [2014], Verbaeten et al. [2001].

The topic of this chapter is also related to research done in the database community on termination of the chase procedure, where existential rules are considered [Deutsch et al., 2008, Fagin et al., 2005, Grau et al., 2013, Greco and Spezzano, 2010, Greco et al., 2011, Krötzsch and Rudolph, 2011, Marnette, 2009b, Meier et al., 2009]. A survey on this topic can be found in Greco et al. [2012a].
5.4. DEALING WITH DISJUNCTION AND NEGATION

Indeed, sufficient conditions ensuring termination of the bottom-up evaluation of logic programs can be directly applied to existential rules. Specifically, one can analyze the logic program obtained from the skolemization of existential rules, where existentially quantified variables are replaced with complex terms [Marnette, 2009a]. In fact, the evaluation of such a program behaves as the “semi-oblivious” chase [Marnette, 2009a], whose termination guarantees the termination of the standard chase [Meier, 2010, Onet, 2013]. Thus, if the program obtained from the skolemization of a set of existential rules satisfies a termination criterion, then its bottom-up evaluation terminates, which means that the semi-oblivious chase for the original set of existential rules terminates, which in turn implies that the standard chase for the original set of existential rules terminates.

On the other hand, termination criteria developed for the chase cannot directly applied to Datalog programs with function symbols. The rules obtained via skolemization of existential rules are of a very restricted form: function symbols appear only in rule heads, each function symbol occurs at most once, there is no nesting of function symbols. In contrast, we have considered a much more general setting allowing an arbitrary use of function symbols: they can appear in both the head and the body of rules, may be nested, and the same function symbol can appear multiple times.
In this chapter, we extend Datalog to include aggregation constructs, such as count, sum, and summation, and show how they help express optimization problems.

Aggregates are an important feature of query languages and allow us to summarize a large amount of data into a single value—for instance, they can be used to count the number of products supplied by a certain supplier, or compute the total amount of a certain purchase.

We first discuss two classical aggregates, namely count and sum. Then, we present the summation aggregate proposed by Greco [1999a]. Finally, we consider the combination of the summation aggregate and the choice-least and choice-most constructs (cf. Section 4.6), and illustrate how they can be used to easily express classical optimization problems.

For all the aforementioned aggregate constructs, we provide a declarative semantics based on rewriting programs with aggregates into programs with choice and choice-least/most constructs.

### 6.1 Syntax

In this section, we discuss some common syntactical aspects of the languages considered in this chapter. In the following sections, we will individually consider different languages, each obtained by extending Datalog with a specific aggregate.

An aggregate is a function that takes a multiset of values as input and returns a single value as output. Indeed, besides allowing aggregates, in this chapter the syntax of Datalog is extended to allow arithmetic and comparison operators too.

We will make use of arithmetic on a finite subset $\mathbb{N}$ of the cardinal numbers. More specifically, given a program $P$, we assume the existence of a finite subset $\mathbb{N} = \{0, \ldots, n_P\}$ of cardinal numbers, where $n_P$ is the maximum number a programmer wants to manipulate in program $P$.

In contrast to other constants, which are uninterpreted, constants in $\mathbb{N}$ are interpreted, as well as the arithmetic operators defined on $\mathbb{N}$. The operators we consider are the usual arithmetic operators of sum, difference, product, and so on, which are interpreted in the standard way. Observe that the assumption of a finite subset of the cardinal numbers guarantees that the Herbrand universe is finite and the bottom-up evaluation of a program always terminates.

In the following, we assume that for each predicate symbol at most one argument, called cost argument, can take values from the ordered domain $\mathbb{N}$ whereas all the remaining arguments take values from the Herbrand universe. Variables appearing in cost arguments will be called cost.
variables. For the sake of simplicity, we also assume that the cost argument in a predicate, if any, is always the last one.

Comparison atoms of the form \( t_1 \text{ op } t_2 \) are allowed in the body of rules, where \( \text{op} \) is a comparison predicate symbol (i.e., \( \text{op} \in \{\geq, >, \leq, <, =, \neq\} \)) and \( t_1 \) and \( t_2 \) are terms. Besides constants and variables, \( t_1 \) and \( t_2 \) can be complex arithmetic expressions involving arithmetic operators, constants from \( N \), and variables. Such terms are interpreted in the standard way and then compared according to \( \text{op} \). For instance, given the comparison atom \( X = 2 \times Y \), its true ground instances are those where \( X \) is replaced with a value which is twice the value \( Y \) is replaced with.

Aggregates are expressed by means of aggregate atoms of the form \( \text{sum}(\overline{X}), V, S \), \( \text{count}(\overline{X}), C \), \( \text{summation}(\overline{X}), V, S \), where \( \overline{X} \) is a list of variables, and \( V, S \), and \( C \) are variables. The intuitive meaning as well as a formal semantics of such aggregate atoms will be discussed in the following sections. Aggregate atoms can appear only in the body of rules.

Thus, the body of a rule can contain standard atoms (i.e., atoms whose predicate symbol is neither a comparison predicate symbol nor an aggregate one), comparison atoms, and aggregate atoms.

Every rule must be safe. To accommodate the three different types of atoms that can occur in a rule, the safety condition is defined as follows. For every rule, every variable must be limited in the following sense:

- a variable \( X \) is limited if it appears in a standard atom in the body; and
- a variable \( X \) is limited if it appears in a comparison atom of the form \( X = t \) or \( t = X \), where \( t \) is a term whose variables are all limited (notice that \( t \) can be a complex arithmetic expression)—in the case that \( t \) is a constant, the condition is trivially satisfied.

In the rest of the chapter we first present the sum and count aggregates. Then, we consider the summation aggregate. After that, we discuss the combination of summation and choice-least and choice-most. We point out that the classical min and max aggregates can indeed be expressed by the choice-least and choice-most constructs, respectively.

Given a list of terms \( \overline{X} \), we will use \( \text{var}(\overline{X}) \) to denote the list of variables occurring in \( \overline{X} \).

6.2 SUM AND COUNT

The aggregates sum and count were first introduced in Mumick et al. [1990] and further investigated in several subsequent papers.

In the following, we define syntax and semantics of such aggregates. In particular, we present the semantics given by Greco [1999a], which is defined in terms of choice-most programs.

Sum aggregate. The sum aggregate is expressed by means of atoms of the form \( \text{sum}(\overline{X}), V, S \), where \( \overline{X} \) is a list of variables, and \( V \) and \( S \) are variables. The intuitive meaning is that, given a multiset \( T \) of tuples of the form \((\overline{x}, v)\), where \( \overline{x} \) is a list of constants from the Herbrand universe
called the $X$-value of the tuple and $v$ is a value from $N$ called the $V$-value of the tuple, for each maximal subset $T'$ of $T$ of tuples having the same $X$-value, all the $V$-values must be added, yielding $S$. Thus, the aggregate atom yields as many values for $S$ as the number of distinct values of $X$. An example is provided below.

**Example 6.1** Consider the rule
\[
p(X, S) \leftarrow q(X, Y, V), \text{ sum}((X), V, S)
\]
along with the following facts:
\[
q(a, c, 2).
\]
\[
q(a, d, 4).
\]
\[
q(b, c, 3).
\]
The evaluation of the rule above yields $p(a, 6)$ by summing up the $V$-values of the first two facts, and $p(b, 3)$ by summing up the $V$-value of the last fact.

If we replace the rule above with the following one
\[
p(Y, S) \leftarrow q(X, Y, V), \text{ sum}((Y), V, S)
\]then we get $p(c, 5)$ from the first and last facts, and $p(d, 4)$ from the second fact.

We now formally define the syntax of rules with the sum aggregate.

**Definition 6.2** A Datalog$^{\text{sum}}$ rule is of the form:
\[
p(Y, S) \leftarrow \text{body}(\overline{W}, V), \text{ sum}(\overline{X}, V, S)
\]
where
- $Y$ and $\overline{W}$ are lists of terms, $\overline{X}$ is a list of variables, and $\text{var}(Y) \subseteq \overline{X} \subseteq \text{var}(\overline{W})$;
- $V$ is a cost variable such that $V \not\in \overline{X}$ and $S$ is a distinct variable such that $S \not\in \text{var}(\overline{W})$; and
- $\text{body}(\overline{W}, V)$ is a conjunction of standard and comparison atoms whose terms are $\overline{W}$ and $V$.

A Datalog$^{\text{sum}}$ program is a finite set of Datalog and Datalog$^{\text{sum}}$ rules, where for every Datalog$^{\text{sum}}$ rule, the predicate symbol in the head is not mutually recursive with any of the predicate symbols in the body.

Following Greco [1999a], the semantics of a Datalog$^{\text{sum}}$ program is given in terms of a choice-most program (cf. Section 4.6) derived from the original one by replacing every Datalog$^{\text{sum}}$ rule with two groups of rules.

More specifically, consider a Datalog$^{\text{sum}}$ program $P$ and a Datalog$^{\text{sum}}$ rule $r \in P$ of the following form (i.e., as per Definition 6.2):
\[
p(Y, S) \leftarrow \text{body}(\overline{W}, V), \text{ sum}((\overline{X}), V, S).
\]
The first group of rules is used to partition the set of body tuples with respect to the values of the variables in \( \overline{X} \) and define a linear order for each partition. Formally, we define \( \text{ord}(r) \) as the set consisting of the following rules:

\[
\text{ordered}_r(0, \overline{X}, \text{root}) \leftarrow \text{body}(W, V).
\]

\[
\text{ordered}_r(J, \overline{X}, V) \leftarrow \text{ordered}_r(J', \overline{X}, Y), \text{body}(W, V), J = J' + 1
\]

\[
\text{choice}((J, \overline{X}), (W)), \text{choice}((W), (J, \overline{X})).
\]

The second group of rules is used to compute the sum of each partition by iterating over the corresponding linear order. Formally, we define \( \text{sum}(r) \) as the set consisting of the following rules:

\[
p(Y, S) \leftarrow \text{sum}_\text{body}_r(J, \overline{X}, S), \text{choice-most}((\overline{X}), J).
\]

\[
\text{sum}_\text{body}_r(0, \overline{X}, 0) \leftarrow \text{ordered}_r(0, \overline{X}, \text{root}).
\]

\[
\text{sum}_\text{body}_r(J, \overline{X}, S) \leftarrow \text{sum}_\text{body}_r(J', \overline{X}, S'), \text{ordered}_r(J, \overline{X}, V), S = S' + V, J = J' + 1.
\]

The semantics of a Datalog\textsuperscript{sum} program \( P \) is given in terms of the greedy choice models of the choice-most program \( P' \) derived from \( P \) by replacing every Datalog\textsuperscript{sum} rule \( r \) in \( P \) with \( \text{ord}(r) \cup \text{sum}(r) \).\(^1\) Notice that \( P' \) can have multiple greedy choice models, which differ only in the atoms defining the linear orders (i.e., the \( \text{ordered}_r \)-atoms) and, consequently, they also differ in the \( \text{sum}_\text{body}_r \)-atoms. This is not surprising since the final result of the sum of a set of elements is independent of the order in which the elements are summed up, although the partial results can be different.

Thus, the semantics of \( P \) is given by taking all the \( p \)-atoms of any greedy choice model of \( P' \) where \( p \) is a predicate symbol appearing in \( P \). As discussed above, we can choose any greedy choice model of \( P' \) without affecting the result, and thus the semantics of \( P \) is deterministic.

**Count aggregate.** The count aggregate is expressed by means of atoms of the form \( \text{count}(\overline{X}, C) \), where \( \overline{X} \) is a list of variables and \( C \) is a variable. The intuitive meaning is that, given a multiset \( T \) of tuples of the form \( (x) \), where \( x \) is a list of constants from the Herbrand universe called the \( \overline{X} \)-value of the tuple, for each maximal subset \( T' \) of \( T \) of tuples having the same \( \overline{X} \)-value, we count the number of elements of \( T' \). The aggregate atom yields as many values for \( C \) as the number of distinct values of \( \overline{X} \) in \( T \). An example is provided below.

**Example 6.3** Consider a directed graph stored by means of facts of the form \( \text{edge}(a, b) \), meaning that there is an edge in the graph from node \( a \) to node \( b \). The following rule computes the outdegree of every node having outgoing edges (i.e., having outdegree greater than 0):

\[
\text{outdegree}(X, C) \leftarrow \text{edge}(X, Y), \text{count}((X), C).
\]

\(^1\)Indeed, \( P' \) is a choice-most program where arithmetic operators are allowed.
Consider now the directed graph corresponding to the following database:

\[
\begin{align*}
\text{edge}(a, b). \\
\text{edge}(a, c). \\
\text{edge}(b, c). \\
\text{edge}(c, a). \\
\text{edge}(c, d). \\
\text{edge}(c, b).
\end{align*}
\]

The evaluation of the rule above yields \(\text{outdegree}(a, 2)\) by counting the number of facts having \(a\) as the first argument, and likewise it also yields \(\text{outdegree}(b, 1)\) and \(\text{outdegree}(c, 3)\).

The following rule allows us to compute the indegree of every node having ingoing edges:

\[
\text{indegree}(Y, C) \leftarrow \text{edge}(X, Y), \text{count}((Y, C)).
\]

By evaluating this rule over the database above we get \(\text{indegree}(a, 1)\), \(\text{indegree}(b, 2)\), \(\text{indegree}(c, 2)\), and \(\text{indegree}(d, 1)\).

We now formally define the syntax of programs with the \(\text{count}\) aggregate.

**Definition 6.4** A Datalog\(^{\text{count}}\) rule is of the form:

\[
p(Y, C) \leftarrow \text{body}(W), \text{count}((X), C).
\]

where

- \(Y\) and \(W\) are lists of terms, \(X\) is a list of variables, and \(\text{var}(Y) \subseteq X \subseteq \text{var}(W)\);
- \(C\) is a variable such that \(C \notin \text{var}(W)\); and
- \(\text{body}(W)\) is a conjunction of standard and comparison atoms whose terms are \(W\).

A Datalog\(^{\text{count}}\) program is a finite set of Datalog and Datalog\(^{\text{count}}\) rules where for every Datalog\(^{\text{count}}\) rule, the predicate symbol in the head is not mutually recursive with any of the predicate symbols in the body.

The semantics of a Datalog\(^{\text{count}}\) program \(P\) is given in terms of the semantics of a Datalog\(^{\text{sum}}\) program derived from \(P\) by replacing each Datalog\(^{\text{count}}\) rule \(r\) in \(P\) of the form

\[
p(Y, C) \leftarrow \text{body}(W), \text{count}((X), C)
\]

with the following rules:

\[
p(Y, C) \leftarrow \text{body}_r(W, V), \text{sum}((X), V, C).
\]

\[
\text{body}_r(W, 1) \leftarrow \text{body}(W).
\]

Thus, \(\text{count}\) can be reduced to the case of \(\text{sum}\). Specifically, every tuple involved in the counting is given an extra argument whose values is 1 (see the second rule above), then such values are summed (see the first rule above), thereby obtaining the effect of counting.
6. AGGREGATES

6.3 SUMMATION

The *summation* aggregate is a useful construct for expressing optimization problems (e.g., see Examples 6.8 and 6.10 in the following). It is expressed by means of atoms of the form \( \text{summation}(\overline{X}, V, S) \), where \( \overline{X} \) is a list of variables, and \( V \) and \( S \) are variables. The intuitive meaning is that, given a multiset \( T \) of tuples of the form \((\overline{x}, v)\), where \( \overline{x} \) is a list of constants from the Herbrand universe called the \( \overline{X} \)-value of the tuple and \( v \) is a value from \( N \) called the \( V \)-value of the tuple, for each maximal subset \( T' \) of \( T \) such that there are no two tuples in \( T' \) with the same \( \overline{X} \)-value, all the \( V \)-values must be added, yielding \( S \).

In other words, if \( T[\overline{X}] \) denotes the set of \( \overline{X} \)-values in \( T \) and, for each \( \overline{x} \) in \( T[\overline{X}] \), \( \gamma(\overline{x}) \) non-deterministically selects exactly one value \( v \) for which \((\overline{x}, v)\) is in \( T \), then a value for \( S \) is obtained as \( \sum_{\overline{x} \in T[\overline{X}]} \gamma(\overline{x}) \). An example is provided below.

**Example 6.5** Consider the following rule:

\[
p(S) \leftarrow q(X, W, V), \text{summation}(X, V, S)
\]

and the database consisting of the following facts:

\[
q(a, c, 1).
q(a, c, 2).
q(b, c, 2).
q(b, d, 3).
\]

The evaluation of the rule above yields the atoms \( p(3) \) (using the first and third facts in the database), \( p(4) \) (using the first and the fourth facts or using the second and the third ones), and \( p(5) \) (using the second and the fourth facts). If we replace the rule above with the following one:

\[
p(S) \leftarrow q(X, W, V), \text{summation}(W, V, S);
\]

that is, variable \( W \) is used in place of variable \( X \) in the summation atom, then we get the atoms \( p(4) \) (using the first and fourth facts in the database) and \( p(5) \) (using the second and the fourth facts or using the third and the fourth ones).

The syntax of programs with the *summation* aggregate is defined as follows.

**Definition 6.6** A Datalog\( \sum \) rule is of the form:

\[
p(S_1, \ldots, S_n) \leftarrow \text{body}(\overline{W}, \overline{X}, V_1, \ldots, V_n), \text{summation}(\overline{X}, V_1, S_1), \ldots, \text{summation}(\overline{X}, V_n, S_n),
\]

where

- \( \overline{W} \) is a list of terms and \( \overline{X} \) is a list of variables;
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- \( V_1, \ldots, V_n, S_1, \ldots, S_n \) are distinct variables none of which belongs to \( W \) or \( X \); and
- \( \text{body}(W, X, V_1, \ldots, V_n) \) is a conjunction of standard and comparison atoms whose terms are \( W, X, V_1, \ldots, V_n \).

A Datalog\(^ \Sigma \) program is a finite set of Datalog and Datalog\(^ \Sigma \) rules where for every Datalog\(^ \Sigma \) rule, the predicate symbol in the head is not mutually recursive with any of the predicate symbols in the body.

Observe that the body of a Datalog\(^ \Sigma \) rule may contain several summation atoms, but must satisfy the following constraints:

- all summation atoms must have the same first argument \( X \);
- variables \( X, V_1, \ldots, V_n \) must appear in the conjunction \( \text{body}(W, X, V_1, \ldots, V_n) \);
- only variables \( S_1 \) may occur in the head and they cannot appear in \( \text{body}(W, X, V_1, \ldots, V_n) \); and
- variables \( V_1, \ldots, V_n, S_1, \ldots, S_n \) take values from the domain \( N \).

The semantics of a Datalog\(^ \Sigma \) program is given in terms of a choice-most program derived from \( P \) as follows. We first define a linear order on the values of the variables \( X \) by using the non-determinism of the choice construct. More specifically, consider a Datalog\(^ \Sigma \) program \( P \) and a Datalog\(^ \Sigma \) rule \( r \) in \( P \) of the form (see Definition 6.6)

\[
p(S_1, \ldots, S_n) \leftarrow \text{body}(W, X, V_1, \ldots, V_n), \text{summation}(X, V_1, S_1), \ldots, \text{summation}(X, V_n, S_n).
\]

We define \( \text{ord}(r) \) as the set consisting of the following rules:

\[
\text{ordered}_r(J, X) \leftarrow \text{ordered}_r(J', X'), \text{body}(W, X, V_1, \ldots, V_n), \text{choice}(J, (X)), \text{choice}(X', (J')), J = J' + 1.
\]

The linear order on the values of the variables \( X \) is built by defining a bijection between the set of possible values of \( X \) and the cardinal numbers: this is enforced by the atoms \( \text{choice}(J, (X)) \) and \( \text{choice}(X, (J)) \) in the body of the rule above.

We now define \( \text{sum}(r) \) as the set consisting of the following rules:

\[
p(S_1, \ldots, S_n) \leftarrow \text{pr}(J, S_1, \ldots, S_n), \text{choice-most}((), J).
p_r(0, 0, \ldots, 0).
p_r(J, S_1, \ldots, S_n) \leftarrow \text{pr}(J', S_1', \ldots, S_n'), J = J' + 1, \text{ordered}_r(J, X), \text{body}(W, X, V_1, \ldots, V_n), S_1 = S_1' + V_1, \ldots, S_n = S_n' + V_n.
\]
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where \( p_r \) is a fresh predicate symbol.

The semantics of a Datalog-\( \Sigma \) program \( P \) is given in terms of the choice-most program \( P' \) derived from \( P \) by replacing every Datalog-\( \Sigma \) rule \( r \) in \( P \) with \( \text{ord}(r) \cup \text{sum}(r) \). Similar to Datalog-\text{sum} programs, \( P' \) can have multiple greedy choice models, which have the same \( p \)-atoms for every predicate symbol \( p \) appearing in \( P \). The semantics of \( P \) is given by the set of such atoms, which is the same across all greedy choice models of \( P' \).

Example 6.7 Consider the following Datalog-\( \Sigma \) rule \( r \):

\[
p(Y, V) \leftarrow \text{range}(I, X), \text{item}(I, Y, V), \text{summation}((I, Y), (I, V)).
\]

Then, \( \text{ord}(r) \cup \text{sum}(r) \) consists of the following rules:

\[
\begin{align*}
\text{ordered}_r(0, \text{root}). \\
\text{ordered}_r(J, I) & \leftarrow \text{ordered}_r(J', I'), \text{range}(I, X), \text{item}(I, Y, V), \text{choice}(J, I), \text{choice}(J, I'), J = J' + 1. \\
p(Y, V) & \leftarrow p'(J, Y, V), \text{choice-most}(), J. \\
p'(0, 0, 0). \\
p'(J, Y, V) & \leftarrow p'(J', Y', V'), J = J' + 1, \\
& \text{ordered}_r(J, I), \text{range}(I, X), \text{item}(I, Y, V), \\
& Y = Y' + Y, V = V' + V_i.
\end{align*}
\]

6.4 COMBINING SUMMATION AND GREEDY CHOICE

In this section, we consider programs where the \text{summation} aggregate is used along with the \text{choice-least}/\text{choice-most} constructs, and show that they are well suited to express optimization problems—the former can be used to compute summations and the latter can be used to select optimal values. In particular, we will focus on the combination of \text{summation} and \text{choice-most}; the case involving \text{choice-least} is analogous. An example is given below.

Example 6.8 Given 1000 dollars to invest in different enterprises, we want to determine how we should allocate this amount of money in order to have maximum profit. Specifically, assume we have facts of the form \text{invest}(e_i, x_i, p_i) meaning that \( p_i \) is the profit from the investment of \( x_i \) dollars on enterprise \( e_i \), and we want to determine the exact distribution of the resources in each of the enterprises so that the global profit is maximized.

By combining \text{summation} and \text{choice-most}, the problem can be expressed as follows:

\[
\begin{align*}
global\text{\_profit}(S) & \leftarrow \text{profit}(D, S), \text{choice-most}(), S). \\
\text{profit}(D, S) & \leftarrow \text{invest}(E, X, P), \\
& \text{summation}((E, X, D), D \leq 1000, \\
& \text{summation}((E, P, S), \text{choice-most}((D), S)).
\end{align*}
\]
The second rule above computes the maximum profit $S$ we can get by investing $D$ dollars, for different values of $D$ (less than or equal to 1000). Then, the first rule selects the maximum value of $S$ across all values derived from the second rule.

We now define the syntax of programs including summation and choice-most.

**Definition 6.9** A Datalog\(^\Sigma_{\text{most}}\) rule is of the form:

$$p(S_1, \ldots, S_n) \leftarrow \text{body}(\overline{W}, \overline{X}, V_1, \ldots, V_n), \sum_{x}(\overline{X}, V_1, S_1), \ldots, \sum_{x}(\overline{X}, V_n, S_n), \text{choice-most}((S_1, \ldots, S_{n-1}), S_n).$$

where

- $\overline{W}$ is a list of terms and $\overline{X}$ is a list of variables;
- $V_1, \ldots, V_n, S_1, \ldots, S_n$ are distinct variables none of which belongs to $\overline{W}$ or $\overline{X}$; and
- $\text{body}(\overline{W}, \overline{X}, V_1, \ldots, V_n)$ is a conjunction of standard and comparison atoms whose terms are $\overline{W}, \overline{X}, V_1, \ldots, V_n$.

A Datalog\(^\Sigma_{\text{most}}\) program is a finite set of Datalog, choice-most, and Datalog\(^\Sigma_{\text{most}}\) rules where, for every choice-most or Datalog\(^\Sigma_{\text{most}}\) rule, the predicate symbol in the head is not mutually recursive with any of the predicate symbols in the body.

The semantics of a Datalog\(^\Sigma_{\text{most}}\) program $P$ is given in terms of a choice-most program $P'$ obtained from $P$ by replacing every Datalog\(^\Sigma_{\text{most}}\) rule $r$ in $P$ by $\text{ord}(r)$ as defined in Section 6.3, plus the following set of rules:

$$p(S_1, \ldots, S_n) \leftarrow p_r(J, S_1, \ldots, S_n), \text{choice-most}((J), J).$$
$$p_r(0, 0, \ldots, 0).$$
$$p_r(J, S_1, \ldots, S_n) \leftarrow p_r(J', S_1', \ldots, S_n'), J = J' + 1, \text{ordered}_r(J, \overline{X}), \text{body}(\overline{W}, \overline{X}, V_1, \ldots, V_n), S_1 = S_1' + V_1, \ldots, S_n = S_n' + V_n, \text{choice-most}((J, S_1, \ldots, S_{n-1}), S_n).$$

where $p_r$ is a fresh predicate symbol.

Recall that predicate $\text{ordered}_r$ is defined by rules in $\text{ord}(r)$ (see the previous section). Similar to the semantics discussed in the previous sections, the semantics of $P$ is given in terms of the $p$-atoms of any greedy choice model of $P'$, where $p$ is a predicate symbol appearing in $P$—once again, even if $P'$ can have multiple greedy choice models, they all agree on the $p$-atoms (with $p$ being a predicate symbol that appears in $P$) and thus the semantics is deterministic.

Details on the evaluation of Datalog\(^\Sigma_{\text{most}}\) programs (as well as Datalog\(^\Sigma_{\text{least}}\) programs) can be found in Greco [1999a]. A general technique for the propagation of extrema predicates into Datalog programs has been defined in Greco et al. [1998] (see also Ganguly et al. [1991]).
Below we report another example where the summation aggregate is used along with the choice-most construct to express an optimization problem.

**Example 6.10** Suppose we are given a set of facts of the form $\text{item}(i, b_i, v_i)$ meaning that there is an item $i$ with weight $b_i$ and value $v_i$. The following Datalog $\sum\text{most}$ program returns the maximum value of the expression $\sum_i v_i \times x_i^2$ under the constraint $\sum_i b_i \times x_i \leq 15$—here the $x_i$'s variables can take non-negative integer values.

$$
\begin{align*}
\text{max}_p(V) & \leftarrow p(B, V), \text{choice-most}((i), V). \\
p(B, V) & \leftarrow \text{range}(X_i), \text{item}(I, B_i, V_i), \\
 & \quad B'_i = X_i \times B_i, \text{summation}(I), B'_i, B_i, B \leq 15, \\
 & \quad V'_i = X_i \times X_i \times V_i, \text{summation}(I), V'_i, V), \text{choice-most}(B), V).
\end{align*}
$$

Thus, the above program formulates a quadratic integer programming problem. Notice that we also have a fact $\text{range}(v)$ for every integer value $v$ that a variable $X_i$ can take.

Dynamic programming is a technique for solving optimization problems which decomposes a problem into subproblems of smaller size, solves the smaller subproblems, and uses their solutions to later solve larger subproblems up to the original problem. The technique is based on a bottom-up approach which is also the approach used by the evaluation strategy of Datalog. For instance, the resource allocation problem above can be solved with a dynamic programming approach. Greco [1999a] reports other examples showing that the summation aggregate in combination with greedy choice allows us to express many optimization problems in a declarative way.

**BIBLIOGRAPHIC NOTES**

The classes of programs discussed in this chapter can be easily extended to accommodate stratified negation, see Greco [1999a].

Notice also that we considered classes of programs with only one aggregate. For instance, Datalog$^{\text{sum}}$ programs cannot contain Datalog$^{\text{count}}$ rules. However, the generalization to classes of programs containing both Datalog$^{\text{sum}}$ and Datalog$^{\text{count}}$ rules is easy since the semantics of such programs can be defined by rewriting each Datalog$^{\text{sum}}$ rule and each Datalog$^{\text{count}}$ rule as discussed in Section 6.2. The same argument applies to other combinations of rules with aggregates belonging to the same program.

The extension of Datalog with aggregates has been widely investigated, with particular focus on the definition of a suitable semantics and the design of techniques for the efficient evaluation of such programs.

A semantics for Datalog programs with non-recursive and monotonic recursive aggregates was first proposed in Mumick et al. [1990].

The extension of the well-founded semantics to logic programs with aggregates was considered in Kemp and Stuckey [1991]. A different definition (based on the alternating fixpoint)
of the well-founded semantics in the presence of aggregates was proposed in Van Gelder [1992], which was later generalized by Osorio and Jayaraman [1999]. The main shortcoming of such semantics is that they often leave too many undefined atoms, as shown by Ross and Sagiv [1997]. The latter is an alternative approach based on the definition of monotonicity conditions using lattices and which is more general than the one defined by set-containment. This semantics does not capture some important cases such as cost-monotonic programs. Yet another semantics based on the definition of a stronger partial order relation was proposed in Gelder [1993]. An extension of the well-founded semantics to programs with aggregates was proposed also in Pelov et al. [2007] and Alviano et al. [2011].

Efficient bottom-up techniques for evaluating different classes of Datalog programs with aggregates were proposed in Ganguly et al. [1991], Sudarshan and Ramakrishnan [1991], whereas a top-down method which uses extension tables was presented in Dietrich [1992]. The technique presented in Sudarshan and Ramakrishnan [1991] was also implemented in the CORAL system [Ramakrishnan et al., 1992].

The efficient evaluation of Datalog programs extended with both negation and aggregation was studied in Kemp and Ramamohanarao [1998].

Incremental techniques for efficiently evaluating programs with monotonic aggregates were proposed in Ramakrishnan et al. [1994].

Expressive power and complexity of different extensions of Datalog with aggregates were investigated in Consens and Mendelzon [1990], Mumick and Shmueli [1995].

Semantics and complexity of Datalog extended with unstratified negation, disjunction, and aggregates were investigated in Faber et al. [2011]. A discussion of various other approaches can be found in Pelov et al. [2007].
CHAPTER 7

Query Optimization

In this chapter, we discuss techniques that take advantage of the information in Datalog queries to make their evaluation more efficient.

The first technique is called magic-sets rewriting and consists of rewriting a Datalog query into an equivalent one which combines the advantages of the bottom-up and top-down evaluation strategies. The Datalog query obtained from the rewriting is evaluated in a bottom-up fashion, but it indeed emulates a top-down evaluation strategy of the original query.

The second technique we present applies to a special class of Datalog queries, called chain queries, and is based on the rewriting of the original Datalog query into a new one (containing function symbols) that emulates a pushdown automaton. Several other techniques defined in the literature (e.g., the counting method) are characterized as special cases of this technique.

7.1 MAGIC-SETS REWRITING

Magic-sets rewriting [Bancilhon et al., 1986, Beeri and Ramakrishnan, 1991] is a well-known technique for the efficient evaluation of Datalog queries. The approach consists of rewriting a Datalog query into an equivalent one whose bottom-up evaluation simulates the pushing of binding information that occurs in top-down evaluation approaches. We illustrate this aspect in the following example.

Example 7.1 Consider a database storing facts of the form person(a) and parent(a, b) meaning that a is a person and b is a parent of a, respectively. Consider the Datalog query \( \{ P, \text{same-generation}(john, Y) \} \) asking for those people of the same generation as john, where \( P \) is the following Datalog program:

\[
\text{same-generation}(X, X) \leftarrow \text{person}(X).
\]

\[
\text{same-generation}(X, Y) \leftarrow \text{parent}(X, X_1), \text{same-generation}(X_1, Y_1), \text{parent}(Y, Y_1).
\]

This query could be answered rather efficiently using a top-down evaluation strategy. As discussed in Chapter 3, a top-down evaluation tries to avoid the inference of atoms that are irrelevant for proving the atoms of interest—in our example, we are interested only in the people of the same generation as john.

\(^1\)Recall that a Datalog query is a pair \( \{ P, G \} \) where \( P \) is a Datalog program and \( G \) is an atom, called query goal—see Section 3.4 for further details.
In contrast, bottom-up algorithms (such as those seen in Chapter 3) would compute the entire samegeneration relation to eventually keep only those tuples belonging to the query answer. If there are many tuples not involving john in the samegeneration relation, then the bottom-up computation would spend time to compute them even though they are useless for the purpose of answering the query.

The previous example highlights some advantages of the top-down evaluation. However, a bottom-up computation has also different advantages over top-down strategies. In fact, a top-down evaluation strategy might get stuck in infinite loops, and even if it is possible to avoid them, detecting termination is not easy. Moreover, bottom-up evaluation strategies can make use of efficient techniques for computing joins of big relations.

Magic-sets rewriting is a technique that combines the advantages of both the top-down and the bottom-up evaluation strategies. It consists of three steps.

1. An adornment step which derives a new program, called adorned program, from the original one. In the adorned program the relationships between bound arguments in the head of a rule and the bindings in the rule body are made explicit by “adorning” predicate symbols—roughly speaking, by attaching strings (specifying if a term is expected to be free or bound) to predicate symbols.

2. A modification step which modifies the adorned rules obtained at the first step by introducing new atoms, called magic atoms, into the rule bodies.

3. A generation step which adds new rules, called magic rules, to the adorned program obtained at the second step. The magic rules define the atoms introduced in the second step and simulate the top-down evaluation scheme.

The first step in the magic-sets rewriting is to produce an adorned query. Query adornment is a formal way of depicting information flow between atoms in rules. This is done by annotating predicate symbols with strings. More precisely, an adornment $\alpha$ for a predicate symbol $p$ of arity $n$ is a string $\alpha_1 \ldots \alpha_n$ of length $n$ built from the letters $b$ (which stands for bound) and $f$ (which stands for free). So, $p^\alpha$ is an adorned predicate symbol and $p^\alpha(t_1, \ldots, t_n)$ is an adorned atom, where the $t_i$’s are terms. For instance, parent$^b$ is an adorned predicate symbol and parent$^b$(X, john) is an adorned atom.

Intuitively, an adorned atom $p^\alpha(t_1, \ldots, t_n)$ is used to express if each $t_i$ is expected to be bound or free during the evaluation of a program. Depending on the information flow, if $t_i$ is expected to be bound (resp. free), then $\alpha_i$ is set to $b$ (resp. $f$).

First of all, we define how the query goal is adorned.

**Definition 7.2** Given a query goal $G$ of the form $g(t_1, \ldots, t_m)$, the adorned version of $G$ is the adorned atom $g^\alpha(t_1, \ldots, t_m)$ where adornment $\alpha = \alpha_1 \ldots \alpha_m$ is defined as follows: if $t_i$ is a constant, then $\alpha_i = b$; otherwise ($t_i$ is a variable) $\alpha_i = f$. The adorned version of $G$ is denoted by $\text{adorn}(G)$. 
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Now the program of the given query has to be adorned. Adornments are generated with reference to a specific sideways information-passing strategy (SIPS). A sideways information-passing strategy is an inherent component of any query evaluation strategy. Intuitively, for a rule of a program, a SIPS represents a decision about the order in which the atoms of the rule will be evaluated, and how values for variables are passed from atoms to other atoms during evaluation. Specifically, a SIPS describes how bindings passed to a rule’s head by unification are used to evaluate the atoms in the rule’s body. Thus, a SIPS describes how we evaluate a rule when a given set of head terms are bound to constants. Below is an example.

**Example 7.3** Consider again the Datalog query \( P, \text{samegeneration}(\text{john}, Y) \) of Example 7.1. The first argument of the query goal is bound to \text{john} and thus, in the first rule of \( P \), variable \( X \) is bound to \text{john} as well and can be used in the body to check if \text{john} is a person.

In the second rule, a possible SIPS is the following one. Variable \( X \) is bound to \text{john} and is used to retrieve \text{john}'s parents. The value of \( X_1 \), bound to a parent of \text{john}, is available for the evaluation of \text{samegeneration}(X_1, Y_1). Thus, in the second rule, variable \( X \) is passed sideways from \text{samegeneration}(X, Y) in the head to \text{parent}(X, X_1) in the body whereas variable \( X_1 \) is passed sideways from \text{parent}(X, X_1) to \text{samegeneration}(X_1, Y_1).

If the query goal is \text{samegeneration}(X, \text{john}), the following different strategy can be used. In the second rule, the value of \( Y \) is bound to \text{john} and is passed sideways to the body atom \text{parent}(Y, Y_1), so that the value of \( Y_1 \) is used to retrieve \text{john}'s parents; the (bound) variable \( Y_1 \) is then available for the evaluation of \text{samegeneration}(X_1, Y_1). Therefore, the evaluation strategy depends on SIPSs, that is, how bindings are passed through atoms.

SIPSs are associated with a rule according to the query goal form—in particular, according to the adorned version of the query goal. Different query goals usually have different SIPSs for the same program (e.g., the two different query goals in the example above, whose adorned versions are \text{samegeneration}\( ^b \)(X, Y) and \text{samegeneration}\( ^b \)(X, Y)). However, different SIPSs can be associated with the same query form too (e.g., see Example 7.5 in the following). The choice of one SIPS over another is guided by factors such as the current and expected size of the different relations and the employed indexing mechanism.

In a given rule, two atoms \( A \) and \( A' \) are connected if they share a common variable or there exists an atom \( A'' \) connected to both \( A \) and \( A' \). The notion of SIPS is formally defined as follows.

**Definition 7.4** Let \( r \) be a Datalog rule, \( p(t_1, \ldots, t_n) \) the atom in the head of \( r \), and \( \alpha = \alpha_1 \ldots \alpha_n \) an adornment for \( p \). A sideways information-passing strategy (SIPS) for \( r \) with respect to \( p^\alpha \) is a labeled graph satisfying the following conditions:

- each edge is of the form \( N \rightarrow X \to s \), where \( N \subseteq \text{body}(r) \cup \{p^\alpha(t_1, \ldots, t_n)\} \), \( s \in \text{body}(r) \), and \( X \) is a non-empty set of variables. Moreover,
  - each variable in \( X \) appears in \( s \); and
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– each variable in $\overline{X}$ appears either in a term $t_i$ s.t. $a_i = b_i$ provided that $p^a(t_1, \ldots, t_n)$ is in $N$, or in an atom in $N - \{p^a(t_1, \ldots, t_n)\}$ (or both); and

– each atom in $N$ is connected to $s$.

• There exists a total order of $\text{body}(r) \cup \{p^a(t_1, \ldots, t_n)\}$ s.t.
  – $p^a(t_1, \ldots, t_n)$ precedes all atoms in $\text{body}(r)$;
  – every atom which does not appear in the graph follows every atom appearing in the graph; and
  – for each edge $N \rightarrow \overline{X}$ in the SIPS, every element in $N$ precedes $s$.

Intuitively, an edge $N \rightarrow \overline{X}$ means that by evaluating the join of the atoms in $N$ (with some terms possibly bound to constants), values for the variables in $\overline{X}$ are obtained, and these values are passed to atom $s$, and are used to restrict its computation. Clearly, we can have different SIPSs for a given rule, as shown in the following example.

Example 7.5  Consider the Datalog query $\langle P, q(1, Y) \rangle$, where $P$ is the following program:

\[
\begin{align*}
q(X, Y) & \leftarrow a(X, Y, Z). \\
q(X, Y) & \leftarrow a(X, W, Z), q(Z, T), b(T, W), q(T, Y). \\
q(X, Y) & \leftarrow b(X, Z), p(Z, Y), c(Y).
\end{align*}
\]

Here $q$ and $p$ are derived predicate symbols, while $a$, $b$, and $c$ are base predicate symbols. The adorned version of the query goal is $q^{bf}(1, Y)$.

A possible SIPS for the first rule w.r.t. $q^{bf}$ is the one consisting of the following edge:

\[
\{ q^{bf}(X, Y) \} \rightarrow_{\{X\}} a(X, Y, Z).
\]

A SIPS for the second rule w.r.t. $q^{bf}$ is the one consisting of the following edges:

\[
\begin{align*}
\{ q^{bf}(X, Y) \} & \rightarrow_{\{X\}} a(X, W, Z) \\
\{ q^{bf}(X, Y), a(X, W, Z) \} & \rightarrow_{\{Z\}} q(Z, T) \\
\{ q^{bf}(X, Y), a(X, W, Z), q(Z, T) \} & \rightarrow_{\{T, W\}} b(T, W) \\
\{ q^{bf}(X, Y), a(X, W, Z), q(Z, T), b(T, W) \} & \rightarrow_{\{T\}} q(T, Y).
\end{align*}
\]

Notice that this is a SIPS for the second rule w.r.t. $q^{bf}$ as:

• all edges satisfy the conditions stated in the first bullet of Definition 7.4. For instance, consider the last edge above (an analogous reasoning can be applied to all other edges). The left-hand side of $\rightarrow_{\{T\}}$ contains $q^{bf}(X, Y)$ and atoms in the body of the second rule, while the right-hand side is an atom in the body of the second rule. Moreover,
  – $T$ appears in $q(T, Y)$;
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- \( T \) appears in \( \{a(X, W, Z), q(Z, T), b(T, W)\} \); and
- each atom in \( \{q^{bf}(X, Y), a(X, W, Z), q(Z, T), b(T, W)\} \) is connected to \( q(T, Y) \).

Notice that \( b(T, W) \) is connected to \( q(T, Y) \) because they share the same variable \( T \).

For the same reason, \( q(Z, T) \) is connected to \( q(T, Y) \) because it shares variable \( Z \) with \( q(Z, T) \), which is connected to \( q(T, Y) \). Finally, \( q^{bf}(X, Y) \) is connected to \( q(T, Y) \) as they share variable \( Y \).

- The total order \( q^{bf}(X, Y), a(X, W, Z), q(Z, T), b(T, W), q(T, Y) \) satisfies the conditions in second bullet of Definition 7.4.

Another possible SIPS for the second rule w.r.t. \( q^{bf} \) might be the following:

\[
\begin{align*}
\{q^{bf}(X, Y)\} & \rightarrow_{\{X\}} a(X, W, Z) \\
\{a(X, W, Z)\} & \rightarrow_{\{Z\}} q(Z, T) \\
\{q(Z, T)\} & \rightarrow_{\{T\}} b(T, W) \\
\{b(T, W)\} & \rightarrow_{\{T\}} q(T, Y).
\end{align*}
\]

There is a subtle difference between the two SIPSs for the second rule reported above. In the first one, the last three edges specify that each atom in the body of the rule receives some information based on the evaluation of the conjunction of the body atoms to its left. However, in the second SIPS, although \( q(Z, T) \) passes ground values for \( T \) to \( b(T, W) \) (see the third edge), the ground values for \( W \) that are generated need not be the same set of ground values for \( W \) computed by evaluating \( a(X, W, Z) \) from the previous edge. It is only when all the tuples for the body atoms are joined at the end that the compatible values of \( W \) from \( b \) and \( a \) are reconciled (unified).

A possible SIPS for the third rule w.r.t. \( q^{bf} \) is the one consisting of the following edges:

\[
\begin{align*}
\{q^{bf}(X, Y)\} & \rightarrow_{\{X\}} b(X, Z) \\
\{q^{bf}(X, Y), b(X, Z)\} & \rightarrow_{\{Z\}} p(Z, Y) \\
\{q^{bf}(X, Y), b(X, Z), p(Z, Y)\} & \rightarrow_{\{Y\}} c(Y).
\end{align*}
\]

For ease of presentation, we omit explicit SIPSs and assume a default SIPS for every rule, according to which if the tail of an edge contains a body atom \( A \), then it also includes all atoms to the left of \( A \) in the rule (including the head). We also assume that all SIPSs have been normalized as follows. Given \( n \) SIPS edges of the form

\[
\begin{align*}
N_1 & \rightarrow x_1 s \\
N_2 & \rightarrow x_2 s \\
& \vdots \\
N_n & \rightarrow x_n s.
\end{align*}
\]

The normalized edge for \( s \) is

\[
N_1 \cup N_2 \cup \cdots \cup N_n \rightarrow \bigcup_{i=1}^{n} x_i s.
\]
The adornment of a Datalog query is performed by Algorithm 4. It takes as input a Datalog query \( \{P, g(t_1, \ldots, t_m)\} \) and a set \( S \) of SIPSs for the rules of \( P \), and gives as output an adorned Datalog query \( \{P^\beta, g^\beta(t_1, \ldots, t_m)\} \) and a set \( S' \) of SIPSs for the rules of \( P^\beta \).

Algorithm 4 maintains a set \( P^\mu \) of adorned rules obtained by adorning rules of \( P \), a set \( N \) of adorned predicate symbols not yet defined in \( P^\mu \), a set \( D \) of adorned predicate symbols defined in \( P^\mu \), and a set \( S' \) of SIPSs for the rules in \( P^\mu \). Initially, \( D \) is empty and \( N \) contains the adorned predicate symbol corresponding to the query goal. Then, the algorithm iteratively moves a predicate symbol \( q^\beta \) from \( N \) to \( D \) and adds to \( P^\mu \) the rules defining \( q \) in \( P \) adorned with respect to \( \beta \). Moreover, SIPSs from \( S \) are added to \( S' \) by replacing predicate symbols with adorned predicate symbols.

Function \( \text{adornment}(p(v_1, \ldots, v_k), S(r)) \) on line 11 takes a (derived) atom \( p(v_1, \ldots, v_k) \) from the body of a rule \( r \) and the SIPS \( S(r) \) associated with \( r \), and returns an adornment \( \gamma = \gamma_1 \ldots \gamma_k \) according to the following rule: Let \( N \overset{X}{\rightarrow} p(v_1, \ldots, v_k) \) be an edge in \( S(r) \) (if such an edge does not exist, then \( X \) is assumed to be empty). If \( v_i \in X \) or \( v_i \) is a constant, then set \( \gamma_i \) to \( b \), otherwise set \( \gamma_i \) to \( f \), for \( 1 \leq i \leq k \).
Giv
en a Datalog query \(Q = (P, G)\) and a set \(S\) of SIPSs, the adorned version of \(Q\) w.r.t. \(S\), denoted \(\text{Adorn}(Q, S)\), is the adorned Datalog query returned by Algorithm \(\text{Adornment}\) when called with \(Q\) and \(S\) as input.

**Example 7.6** The adorned version of the Datalog query and the SIPSs of Example 7.5 (for the second rule, the first SIPS reported in Example 7.5 is considered) is \(\langle P', q^{by}(1, Y)\rangle\), where \(P'\) consists of the following rules:

\[
\begin{align*}
q^{by}(X, Y) & \leftarrow a(X, Y, Z). \\
q^{by}(X, Y) & \leftarrow a(X, W, Z), q^{by}(Z, T), b(T, W), q^{by}(T, Y). \\
q^{by}(X, Y) & \leftarrow b(X, Z), p^{by}(Z, Y), c(Y).
\end{align*}
\]

Notice that base atoms are not adorned as the for each loop in lines 10–14 considers only derived atoms. If we consider a different order for the body atoms of the third rule (and thus a different SIPS), where base atoms precede the derived atom, the adorned version of the rule is

\[
q^{by}(X, Y) \leftarrow b(X, Z), c(Y), p^{by}(Z, Y).
\]

An important property of the adornment step discussed above is that the adorned version of a Datalog query is equivalent to the original one [Balbin et al., 1991, Beeri and Ramakrishnan, 1991]. Recall that two Datalog queries are equivalent iff they give the same result for every database (cf. Section 3.4).

Thus far, we have seen how the first step of the magic-sets rewriting is performed, that is, how to derive an adorned Datalog query \(Q'\) from the original one. After \(Q'\) has been generated, the magic-sets rewriting proceeds by introducing new adorned atoms (called magic atoms) into the bodies of the adorned rules of \(Q'\) and introducing new rules (called magic rules) defining the new adorned atoms.

The new adorned atoms are related to the adorned atoms appearing in \(Q'\) as follows: if \(A\) is an adorned atom of the form \(q^{a_1\ldots a_n}(t_1, \ldots, t_n)\) appearing in \(Q'\), then the new adorned atom is obtained from \(A\) by replacing predicate symbol \(q^{a_1\ldots a_n}\) with the predicate symbol \(\text{magic}_q^{a_1\ldots a_n}\) and deleting the variables \(t_i\) s.t. \(\alpha_i = f\), for \(1 \leq i \leq n\) (thus, the arity of \(\text{magic}_q^{a_1\ldots a_n}\) is less than or equal to \(n\)). For instance, given the adorned atom \(p^{by}(X, Y, Z)\), the magic atom is \(\text{magic}_p^{by}(X, Z)\), that is, the second term has been eliminated since the second symbol in the adornment is \(f\). Given an adorned atom \(A\), \(\text{magic}(A)\) denotes the magic atom derived from \(A\).

Algorithm 5 performs the magic-sets rewriting. It takes as input the adorned Datalog query and the set of SIPSs returned by Algorithm 4; it gives as output a new Datalog query. For Algorithm 5, initially, \(P'\) is empty. Then, for each adorned rule in \(P'\), a modified rule and a set of magic rules (one for each edge in the associated SIPS) are added to \(P'\). In the algorithm, for a SIPS edge \(N \rightarrow_{X} s\), we use \(\text{conj}(N)\) to denote the conjunction of the atoms in \(N\).

Consider a Datalog query \(Q\) and a set \(S\) of SIPSs, and let \(Q'\) and \(S'\) be the adorned Datalog query and the set of SIPSs returned by \(\text{Adornment}(Q, S)\). We denote by \(\text{magicRev}(Q, S)\) the
Algorithm 5 Magic-sets

Input: An adorned query \( \langle P^\mu, g^a(t_1, \ldots, t_m) \rangle \) and a set \( S \) of SIPSs

Output: An adorned query \( \langle P', g^a(t_1, \ldots, t_m) \rangle \)

1: \( P' = \emptyset \);
2: for each rule \( r \in P^\mu \) do
3: add the rule \( \text{head}(r) \leftarrow \text{magic}((\text{head}(r)), \text{body}(r)) \) to \( P' \);
4: for each edge \( N \rightarrow s \) in the SIPS associated with \( r \) do
5: if \( \text{head}(r) \in N \) then
6: add the rule \( \text{magic}(s) \leftarrow \text{magic}((\text{head}(r)), \text{conj}(N - \{\text{head}(r)\})) \) to \( P' \);
7: else
8: add the rule \( \text{magic}(s) \leftarrow \text{conj}(N) \) to \( P' \);
9: \( P' = P' \cup \{\text{magic}(g^a(t_1, \ldots, t_m))\} \);
10: return \( \langle P', g^a(t_1, \ldots, t_m) \rangle \);

An important property of the magic-sets rewriting technique is that \( \text{magicRew}(Q, S) \) is equivalent to the original Datalog query \( Q \) [Balbin et al., 1991, Beeri and Ramakrishnan, 1991].

Example 7.7 Consider the Datalog query \( Q = \langle P, p(1, C) \rangle \) where \( P \) consists of the following rules:

\[
\begin{align*}
p(X, C) & \leftarrow q(X, 2, C). \\
q(X, Y, C) & \leftarrow a(X, Y, C).
\end{align*}
\]

In this program, \( q \) and \( p \) are derived predicate symbols, while \( a, b, \) and \( c \) are base predicate symbols. Assume a default SIPS for every rule where if the tail of an edge contains a body atom \( A \), then it also includes all atoms to the left of \( A \) in the rule (including the head). Let \( S \) be the set of such SIPSs. The adorned version of \( Q \) is \( \langle P^\mu, p_{bf}(1, C) \rangle \) where \( P^\mu \) is as follows:

\[
\begin{align*}
p_{bf}(X, C) & \leftarrow q_{bbf}(X, 2, C). \\
q_{bbf}(X, Y, C) & \leftarrow a(X, Y, C).
\end{align*}
\]

In the third rule, predicate symbol \( b \) passes the bindings from the (bound) head variables \( X \) and \( Y \) to the variables \( Z \) and \( W \) appearing in the derived atom \( q(Z, W, D) \). Then, Algorithm Magic-sets
returns the query $<P', p^bf(1, C)>$, where $P'$ is as follows:

- $\text{magic}_p^bf(1)$.
- $\text{magic}_q^bbf(X, 2) \leftarrow \text{magic}_p^bf(X)$.
- $\text{magic}_q^bbf(Z, W) \leftarrow \text{magic}_q^bbf(X, Y), b(X, Y, Z, W)$.

\[
p^bf(X, C) \leftarrow \text{magic}_p^bf(X), q^bbf(X, 2, C).
q^bbf(X, Y, C) \leftarrow \text{magic}_q^bbf(X, Y), a(X, Y, C).
q^bbf(X, Y, C) \leftarrow \text{magic}_q^bbf(X, Y), b(X, Y, Z, W), q^bbf(Z, W, D), c(D, C).
\]

In the example above, notice that the conjunction $\text{magic}_q^bbf(X, Y), b(X, Y, Z, W)$ appears in two rules of the final program $P'$ and, thus, it might be computed twice during the bottom-up evaluation. The supplementary magic-sets technique is an improvement of the magic-sets method that computes repeated conjunctions only once. As an example, the program of Example 7.7 is rewritten by introducing a new predicate symbol (called supplementary predicate symbol) as follows:

- $\text{magic}_p^bf(1)$.
- $\text{magic}_q^bbf(X, 2) \leftarrow \text{magic}_p^bf(X)$.
- $\text{magic}_q^bbf(Z, W) \leftarrow \text{sup_magic}(X, Y, Z, W)$.
- $\text{sup_magic}(X, Y, Z, W) \leftarrow \text{magic}_q^bbf(X, Y), b(X, Y, Z, W)$.

\[
p^bf(X, C) \leftarrow \text{magic}_p^bf(X), q^bbf(X, 2, C).
q^bbf(X, Y, C) \leftarrow \text{magic}_q^bbf(X, Y), a(X, Y, C).
q^bbf(X, Y, C) \leftarrow \text{sup_magic}(X, Y, Z, W), q^bbf(Z, W, D), c(D, C).
\]

The rule defining $\text{sup_magic}$ computes the conjunction $\text{magic}_q^bbf(X, Y), b(X, Y, Z, W)$ only once so that its results, namely $\text{sup_magic}(X, Y, Z, W)$, is used in place of the conjunction itself.

### 7.2 CHAIN QUERIES

In this section, we present a method for the optimization of chain queries, that is, queries where bindings are propagated from the head to the body of rules in a “chain-like” fashion [Beeri et al., 1990, Dong, 1992b, Wood, 1990]. The method, called pushdown method [Greco et al., 1995, 1999], is based on the fact that a chain query can be associated with a context-free language, and a pushdown automaton recognizing this language can be emulated by rewriting the query as a particular left-linear program.

The method presented in this section generalizes and unifies techniques such as the counting [Bancilhon et al., 1986] and right-, left-, mixed-linear methods [Naughton et al., 1989b]. It also succeeds in reducing many nonlinear queries to equivalent linear ones.
Using general optimization methods (e.g., the magic-sets rewriting discussed in the previous section) for chain queries does not allow us to take advantage of the chain structure, thereby resulting in inefficient query evaluation. Therefore, as chain queries are rather frequent in practice (e.g., in graph applications), there is a need for ad-hoc optimization methods. Several specialized methods for chain queries have been proposed [Afrati and Cosmadakis, 1989, Beeri et al., 1990, Dong, 1992b, Wood, 1990, Yannakakis, 1990]. These methods do not fully exploit possible bindings. One method that is particularly specialized for bound chain queries is the counting method [Bancilhon et al., 1986]. However, this method, although proposed in the context of general queries [Haddad and Naughton, 1991, Saccà and Zaniolo, 1987, 1988], preserves the original simplicity and efficiency [Bancilhon et al., 1986, Marchetti-Spaccamela et al., 1991, Ullman, 1989] only for a subset of chain queries whose recursive rules are linear.

The approach proposed in this section exploits the relationship between chain queries and context-free languages. We will show that classical grammar transformations can be applied to optimize queries. Moreover, the relationship between context-free languages and pushdown automata allows us to rewrite chain queries into a format that is more suitable for the bottom-up evaluation.

Besides giving an efficient execution scheme to bound chain queries and providing an extension of the counting method, another nice property of the presented method is that it introduces a unified framework for the treatment of special cases, such as the factorization of right-, left-, mixed-linear programs (see Naughton et al. [1989b]), as well as the linearization of non-linear programs. A number of specialized techniques for the above special cases are known in the literature [Ioannidis, 1992, Ioannidis and Wong, 1988, Naughton et al., 1989a, b, Saraiya, 1989, Troy et al., 1989, Wood, 1990].

Before presenting the pushdown method, we introduce some notation and terminology. Given a Datalog program $P$, we say that a rule $r$ in $P$ with $p$ as head predicate symbol is

- **recursive** if $p$ is mutually recursive with some predicate symbol in the body of $r$;
- **linear** if there is at most one atom in the body of $r$ whose predicate symbol is mutually recursive with $p$;
- **left-recursive** (resp. **right-recursive**) if the predicate symbol of the first (resp. last) atom in the body is mutually recursive with $p$.

If $r$ is linear and left-recursive (resp. right-recursive), then it is also-called **left-linear** (resp. **right-linear**).

**Example 7.8** Consider the following Datalog program:

$$
\begin{align*}
\text{sg}(X_0, Y_0) & \leftarrow a(X_0, Y_0), \\
\text{sg}(X_0, Y_2) & \leftarrow b(X_0, Y_0), \text{sg}(Y_0, X_1), c(X_1, Y_1), \text{sg}(Y_1, X_2), d(X_2, Y_2).
\end{align*}
$$
The first rule is not recursive, as the only predicate symbol in the body is $a$, which is not mutually recursive with the head predicate symbol $sg$. Thus, the rule is linear. Moreover, the rule is neither left-recursive nor right-recursive.

Consider now the second rule. Notice that predicate symbol $sg$ is mutually recursive with itself. Thus, the second rule is recursive, as $sg$ appears in the head and in the body. The rule is not linear, as there are two atoms in the body whose predicate symbol is $sg$. Also, the rule is neither left-recursive nor right-recursive, as the first body atom’s predicate symbol is $b$ and the last body atom’s predicate symbol is $d$, both of which are not mutually recursive with the head predicate symbol $sg$.

Given a Datalog program $P$ and a set $q$ of derived predicate symbols occurring in $P$, a rule $r$ of $P$ is a $q$-chain rule if it is of the form:

$$p_0(X_0, Y_n) \leftarrow a_0(X_0, Y_0), q_1(Y_0, X_1), a_1(X_1, Y_1), q_2(Y_1, X_2), \ldots, a_{n-1}(X_{n-1}, Y_{n-1}), q_n(X_{n-1}, Y_n), a_n(X_n, Y_n).$$

where $n \geq 0$, the $X_i$’s and $Y_i$’s are non-empty lists of distinct variables, the $a_i(X_i, Y_i)$’s are (possibly empty) conjunction of atoms whose predicate symbols are not in $q$ and are not mutually recursive with $p_0$, and the $q_i$’s are (not necessarily distinct) predicate symbols in $q$. We require that the lists of variables are pairwise disjoint; moreover, for each $i$ ($0 \leq i \leq n$), if $a_i(X_i, Y_i)$ is empty then $Y_i = X_i$, otherwise the variables occurring in the conjunction include all those in $X_i$ and $Y_i$ plus possibly other variables that do not occur elsewhere in the rule. For instance, the two rules of Example 7.8 above are \{sg\}-chain rules.

If $n = 0$, then $r$ reduces to $p_0(X_0, Y_0) \leftarrow a_0(X_0, Y_0)$ and is called an exit chain rule. In all other cases (i.e., $n > 0$), $r$ is called a recurrence chain rule. Observe that a chain rule is left-recursive (resp. right-recursive) iff $a_0(X_0, Y_0)$ (resp. $a_n(X_n, Y_n)$) is the empty conjunction and $q_1$ (resp. $q_{n-1}$) is mutually recursive with $p_0$. For instance, the first rule in Example 7.8 is an exit chain rule, while the second one is a recurrence chain rule.

A Datalog program $P$ is a $q$-chain program if for each predicate symbol $p$ in $q$, every rule with $p$ in the head is a $q$-chain rule and for each two atoms $p(X, Y)$ and $p(Z, W)$ occurring in the body or the head of $q$-chain rules, $X = Z$ and $Y = W$ modulo renaming of the variables.

A $q$-bound chain Datalog query (or simply chain query when $q$ is clear from the context or is not relevant) $Q$ is a Datalog query $\langle P, p(\bar{b}, \bar{Y}) \rangle$, where $P$ is a $q$-chain program, $p$ is a predicate symbol in $q$, $\bar{b}$ is a list of constants, and $\bar{Y}$ is a list of variables.

In the following we present a method which, given a $q$-bound chain Datalog query $\langle P, p(\bar{b}, \bar{Y}) \rangle$, constructs an equivalent left-linear query. The obtained query can be implemented efficiently using the bottom-up fixpoint computation. In order to guarantee that the binding $\bar{b}$ is propagated through all $q$-chain rules, we will assume that

1. $q = \{p\} \cup q'$ for some $q'$;
2. $q' \subseteq leq(p)^2$; and

\(^2\)Recall that $leq(p)$ denotes the set of all predicate symbols $p$ depends on.
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- for each \( q \) in \( \mathbf{q} \), every \( q' \in \text{leq}(p) \) s.t. \( q \leq q' \) is in \( \mathbf{q} \) as well.

Moreover, in order to restrict optimization to those portions which depend on some recursion, we will also assume that for each \( q \) in \( \mathbf{q} \), there exists at least one recursive predicate symbol \( q' \) in \( \mathbf{q} \) s.t. \( q' \leq q \).

### 7.2.1 THE PUSHDOWN METHOD

The pushdown method is based on the analogy of chain queries and context-free grammars [Ullman, 1992]. Without loss of generality we assume that each list of variables in chain rules consist of one variable and that the first argument of the query goal is a constant whereas the second one is a variable. Thus, all considered predicate symbols are binary. We start by introducing the basic idea in the following example.

**Example 7.9** Consider the chain query \( Q = (P, \text{sg}(1, Y)) \), where \( P \) is the (non-linear) program of Example 7.8. A context-free language corresponding to this program is generated by the following grammar³

\[
G(Q) = (V_N, V_T, \Pi, \text{sg})
\]

where the set of non-terminal symbols \( V_N \) contains only \( \text{sg} \), the set of terminal symbols \( V_T \) is \( \{a, b, c, d\} \), and \( \Pi \) consists of the following production rules:

\[
\begin{align*}
\text{sg} & \rightarrow a \\
\text{sg} & \rightarrow b \text{ sg} c \text{ sg} d
\end{align*}
\]

Note that the production rules in \( \Pi \) are obtained from the rules of \( P \) by dropping the arguments of predicate symbols and reversing the arrow. The language \( L(Q) \) generated by this grammar can be recognized by the automaton shown in Figure 7.1.

This automaton can in turn be implemented by the following program \( \hat{P} \) (where function symbols are used)

³We refer the reader to Hopcroft and Ullman [1979] for a treatment of automata theory and languages.

<table>
<thead>
<tr>
<th></th>
<th>( b )</th>
<th>( c )</th>
<th>( d )</th>
<th>( a )</th>
<th>( \epsilon )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( (q_0, Z_0) )</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( (q, \text{sg}) )</td>
<td>( (q, \text{sg} c \text{ sg} d) )</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( (q, c) )</td>
<td></td>
<td></td>
<td></td>
<td>( (q, \epsilon) )</td>
<td></td>
</tr>
<tr>
<td>( (q, d) )</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>( (q, \epsilon) )</td>
</tr>
</tbody>
</table>

**Figure 7.1**: Pushdown Automaton for the query of Example 7.9.
We can now derive a program $\hat{P}$ by reintroducing variables into $\tilde{P}$—the derived program will be used as part of a query equivalent to the original one. Specifically, variables $X$ and $Y$ are added to the non-recursive predicate symbols. For the recursive predicate symbol, we add the variable $Y$ to the occurrences of the predicate symbol in the head, and the variable $X$ to the occurrences of the predicate symbol in the body. The resulting program $\hat{P}$ is:

$$
\begin{align*}
q(1, [sg]). \\
q(T) & \leftarrow q([sg \mid T]). a. \\
q([sg, c, sg, d \mid T]) & \leftarrow q([sg \mid T]). b. \\
q(T) & \leftarrow q([c \mid T]). c. \\
q(T) & \leftarrow q([d \mid T]). d.
\end{align*}
$$

The query $\langle \hat{P}, q(Y, []) \rangle$ is equivalent to the original one. Observe that the rewritten program is not a Datalog program anymore as function symbols have been used (see Chapter 5).

We now present how the technique works in general. We start by defining the context-free language associated with a $q$–chain query $Q = \langle P, p(b, Y) \rangle$. Let $V$ be the set of all predicate symbols occurring in the $q$–chain rules. The set $V_N$ of non-terminal symbols is $q$ and the set of terminal symbols is $V_T = V - V_N$. We associate with $Q$ the context-free language $L(Q)$ on the alphabet $V_T$ defined by the grammar $G(Q) = \langle V_N, V_T, \Pi, p \rangle$ where the production rules in $\Pi$ are defined as follows.

For each $q$–chain rule $r_j$ of the form:

$$
p_0^j(X_0, Y_n) \leftarrow a_0^j(X_0, Y_0), p_1^j(Y_0, X_1), a_1^j(X_1, Y_1), \ldots, p_{n-1}^j(Y_{n-1}, X_n), a_n^j(X_n, Y_n).
$$

with $n \geq 0$, the following production rule is generated:

$$
p_0^j \to a_0^j p_1^j a_1^j \cdots p_{n-1}^j a_n^j.
$$

The language $L(Q)$ is recognized by a pushdown automaton defined as follows:

- it has two states $q_0$ and $q$, which are, respectively, the initial and the final state; and

- the transition table has one column for each symbol in $V_T$ plus a column for the $\epsilon$ symbol, one row for the pair $(q_0, Z_0)$, where $Z_0$ is the starting pushdown symbol, and one row $(q, v)$ for each $v \in V$. 

Figure 7.2 illustrates the transition table. Note that, for the sake of presentation, the pushdown alphabet is not distinct from the language alphabet. The last entry in the first row corresponds to the start up of the pushdown automaton and consists of entering the query goal predicate symbol $p$ in the pushdown store. The remaining rows correspond to the generic $q$-chain rule $r_j$ shown above; specifically, we have one row for $a_j^1$ and one row for each $a_j^i$, $1 \leq i \leq n$, that is not empty. Obviously, if the rule is an exit rule (i.e., $n = 0$), the entry corresponding to $a_j^0$ is $(q, \epsilon)$.

![Transition Table](image)

Figure 7.2: Pushdown automaton recognizing $L(Q)$.

Given a string $a = a_{i_1}^{k_1} a_{i_2}^{k_2} \cdots a_{i_m}^{k_m}$ in $V_T^*$, a path spelling $a$ on $P$ is a sequence of $m + 1$ (not necessarily distinct) constants $b_0, b_1, b_2, \ldots, b_m$ such that for each $j$, $1 \leq j \leq m$, $a_{i_j}^{k_j} (b_{j-1}, b_j)$ is an atom in the least model of $P$; if $m = 0$ then the path spells the empty string $\epsilon$ [Afrati and Cosmadakis, 1989].

It is well known that, given a database $D$, a ground atom $p(b, c)$ belongs to $Q(D)$ if and only if there exists a path from $b$ to $c$ spelling a string $a$ of $L(Q)$ on $P$. Therefore, in order to compute $Q(D)$, it is sufficient to use the automaton of Figure 7.2 to recognize all paths leaving from $b$ and spelling a string $a$ of $L(Q)$ on $P$ [Afrati and Cosmadakis, 1989]. This can be easily done by a logic program $\hat{P}$ which implements the automaton. In fact, $\hat{P}$ can be directly constructed using all transition rules of Figure 7.2. Specifically, we use a rule for each entry in the table. The start-up of the automaton is simulated by a fact which sets both the initial node of the path spelling a string of the language and the initial state of the pushdown store. For the chain query $Q = \langle P, p(b, Y) \rangle$, the resulting program $\hat{P}$ is as follows:

$q(b, [p])$.
$q(Y, T)$
$q(Y, [p_1^i, a_1^j, \ldots, p_{n-1}^i, a_n^j | T])$ \leftarrow $q(X, [p_0^i | T]), a_0^j(X, Y)$
$q(Y, T)$ \leftarrow $q(X, [a_1^j | T]), a_1^j(X, Y)$
$q(Y, T)$ \leftarrow $q(X, [a_n^j | T]), a_n^j(X, Y)$.
Program $\hat{P}$ will be called the pushdown program of the Datalog query $Q$; the query $\hat{Q} = (\hat{P}, q(Y, []))$ will be called the pushdown query of $Q$. The technique for constructing pushdown-queries will be called the pushdown method. Here one important property is that $Q$ is equivalent to its pushdown query [Greco et al., 1999].

We point out that a naive execution of the rewritten program can sometimes be inefficient or even non-terminating for cyclic databases. In Section 7.2.5 we will present a technique, based on the approach of Greco and Zaniolo [1992], where lists implementing pushdown stores are represented as pairs consisting of the head and a pointer to the tuple storing the tail of the list. In this way, each possible cyclic sequence in the pushdown store is recorded only once and termination is guaranteed.

### 7.2.2 RIGHT-LINEAR PROGRAMS

The pushdown method is based on constructing a particular pushdown automaton to recognize a context-free language.

Let us consider the case of a chain query $Q$ for which every recursive chain rule is right-linear, that is, both right-recursive and linear. Then, the associated grammar $G(Q)$ is regular right-linear (see Hopcroft and Ullman [1979] for more details) and, therefore, the pushdown actually acts as a finite state automaton. Indeed, if the query is right-linear, then the pushdown store either is empty or contains only one symbol. Therefore, it is possible to delete the pushdown store and put the information of the pushdown store into the states.

Of course, for right-linear chain queries, it is possible to generate directly the pushdown query which works as a finite state automaton. Thus, given a chain right-linear query $Q = (P, p(b, Y))$, the pushdown query is $(\hat{P}, p_F(Y))$ where $\hat{P}$ consists of:

- a fact of the form
  \[ q(b); \]
- a rule of the form
  \[ q'(Y) \leftarrow q(X), a(X, Y). \]
  for each production rule of the form $q \rightarrow a q'$ in $G(Q)$ with $q$ and $q'$ being mutually recursive; and
- a rule of the form
  \[ q_F(Y) \leftarrow q(X), a(X, Y). \]
  for each production rule of the form $q \rightarrow a$ in $G(Q)$.

The query obtained as described above is called the finite state query of $Q$.

**Example 7.10** Consider the chain query $Q = (P, p(c, Y))$, where $P$ is:

\[
p(X, Y) \leftarrow b(X, Y),
p(X, Y) \leftarrow a(X, Z), p(Z, Y).
\]
The grammar $G(Q)$ is regular right-linear and is as follows:

$$p \to b \mid a \ p.$$ 

The pushdown automaton recognizing $L(Q)$ is as follows:

<table>
<thead>
<tr>
<th></th>
<th>$a$</th>
<th>$b$</th>
<th>$\epsilon$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$(q_0, Z_0)$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$(q, p)$</td>
<td>$(q, p)$</td>
<td>$(q, \epsilon)$</td>
<td></td>
</tr>
</tbody>
</table>

The pushdown query of $Q$ is $\hat{Q} = (\hat{P}, q(Y, []))$ with $\hat{P}$ as follows:

- $q(c, [p])$.
- $q(Y, [p]) \leftarrow q(X, [p]), a(X, Y)$.
- $q(Y, []) \leftarrow q(X, [p]), b(X, Y)$.

By deleting the pushdown store and putting its information into the state we obtain the query $(\hat{P}', q(Y))$ where $\hat{P}'$ is as follows:

- $q_p(c)$.
- $q_p(Y) \leftarrow q_p(X), a(X, Y)$.
- $q(Y) \leftarrow q_p(X), b(X, Y)$.

Observe that the language $L(Q)$ can be recognized by a finite state automaton whose transition function is as follows:

- $\delta(p, a) \rightarrow p$.
- $\delta(p, b) \rightarrow p_F$.

where $p$ and $p_F$ denote the initial state and the final state, respectively. The finite state query of $Q$ is $(\hat{P}'', p_F(Y))$ where $\hat{P}''$ is the following program:

- $p(c)$.
- $p(Y) \leftarrow p(X), a(X, Y)$.
- $p_F(Y) \leftarrow p(X), b(X, Y)$.

Thus, for right-linear queries the pushdown method does not use any pushdown store and the pushdown query of $Q$ reduces to the finite state query of $Q$. Given a $q$-chain query $Q$ such that $G(Q)$ is right-linear, the finite state query of $Q$ is equivalent to $Q$ [Greco et al., 1999].

### 7.2.3 Grammar Transformations to Improve Pushdown

In this section, we demonstrate that the use of automata becomes more effective if the grammar of the language has a particular structure. More interestingly, we show that if the grammar does not have this structure, then the program can be rewritten so that the corresponding grammar...
achieves the desired structure. The rewriting is mainly done by applying known techniques for transforming grammars.

Observe that, for a Datalog query $Q$, if the grammar $G(Q)$ is regular left-linear, then the pushdown method does not emulate a finite state automaton, as opposed to the case where $G(Q)$ is regular right-linear, and it may become rather inefficient or even non-terminating. As shown in the following, we can overcome this problem by replacing left-recursion with right-recursion applying well-known reduction techniques for grammars.

Consider a $q$-chain query $Q = \langle P, p(b, Y) \rangle$ and suppose that a predicate symbol $s \in q$ is in the head of some left-recursive chain rule—in this case, we say that $s$ is left-recursive. Then, the definition $\text{def}(s, P)$ of $s$ consists of $m > 0$ left-recursive chain rules and $n$ chain rules that are not left-recursive, that is, $\text{def}(s, P)$ is as follows (below we assume $n > 0$ for the sake of simplicity):

\[
\begin{align*}
  s(X, Y) & \leftarrow \alpha_i(X, Y), \quad 1 \leq i \leq n \\
  s(X, Y) & \leftarrow s'(X, Z), \beta_i(Z, Y), \quad 1 \leq i \leq m,
\end{align*}
\]

where $\alpha_i(X, Y)$ and $\beta_i(Z, Y)$ are conjunctions of atoms. The production rules defining the symbol $s$ in the grammar $G(Q)$ are:

\[
\begin{align*}
  s & \rightarrow \alpha_i \quad 1 \leq i \leq n \\
  s & \rightarrow s' \beta_i \quad 1 \leq i \leq m,
\end{align*}
\]

where $\alpha_i$ and $\beta_i$ denote the sequences of predicate symbols appearing in $\alpha_i(X, Y)$ and $\beta_i(Z, Y)$, respectively. We can apply known transformations to remove left-recursion from the second group of production rules for all left-recursive predicate symbols $s$; we then write the corresponding Datalog rules accordingly. It turns out that the resulting program, which is said to be in canonical form and is denoted by $\text{can}(P)$, does not contain any left-recursive $q$-chain rule. Moreover, $\langle P, p(b, Y) \rangle$ is equivalent to $\langle \text{can}(P), p(b, Y) \rangle$ [Greco et al., 1999].

Example 7.11 Consider the following left-linear $q$-chain query $Q = \langle P, \text{path}(b, Y) \rangle$, where $q = \{\text{path}\}$ and $P$ contains the following two rules:

\[
\begin{align*}
  \text{path}(X, Y) & \leftarrow \text{edge}(X, Y) \\
  \text{path}(X, Y) & \leftarrow \text{path}(X, Z), \text{edge}(Z, Y).
\end{align*}
\]

Program $P$ computes the transitive closure of the binary relation $\text{edge}$ and is left-linear. The associated grammar $G(Q)$ is

\[
\text{path} \rightarrow \text{edge} | \text{path edge}
\]

and is left-recursive. To remove left-recursion, the grammar above can be rewritten into the following right-recursive grammar:

\[
\begin{align*}
  \text{path} & \rightarrow \text{edge path}' \\
  \text{path}' & \rightarrow \text{edge path}' | \epsilon.
\end{align*}
\]
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So, the program can(P) is:

\[
\begin{align*}
\text{path}(X, Y) & \leftarrow \text{edge}(X, Z), \text{path'}(Z, Y). \\
\text{path'}(X, X). \\
\text{path'}(X, Y) & \leftarrow \text{edge}(X, Z), \text{path'}(Z, Y)
\end{align*}
\]

and is right-linear. Therefore, the pushdown query can be now solved efficiently.

Notice that the rule \(\text{path}(X, X)\) does not satisfy the safety condition for Datalog programs (cf. Section 3.1) because variable \(X\) is not limited—the reason is that the rule body is empty. However, the rule might be made safe by adding the atom \(\text{edge}(Y, X)\) in the body, without altering the semantics of the query. In general, we can add suitable atoms in the body of rules in can(P) specifying what are the values that the variables appearing only in the head can take.

**Example 7.12** Assume now that program \(P\) of Example 7.11 is defined as the following non-linear program:

\[
\begin{align*}
\text{path}(X, Y) & \leftarrow \text{edge}(X, Y). \\
\text{path}(X, Y) & \leftarrow \text{path}(X, Z), \text{path}(Z, Y).
\end{align*}
\]

This program is left-recursive and, after the first step of the procedure for removing left-recursion, is rewritten as follows:

\[
\begin{align*}
r_1 : & \quad \text{path}(X, Y) \leftarrow \text{edge}(X, Z), \text{path'}(Z, Y). \\
r_2 : & \quad \text{path'}(X, X). \\
r_3 : & \quad \text{path'}(X, Y) \leftarrow \text{path}(X, Z), \text{path}(Z, Y).
\end{align*}
\]

The second step removes left recursion from rule \(r_3\) by rewriting it as follows:

\[
\text{path'}(X, Y) \leftarrow \text{edge}(X, W), \text{path'}(W, Z), \text{path}(Z, Y).
\]

We now introduce a program transformation that improves the performance of the pushdown method for an interesting case of right-recursion. Suppose that there exists a predicate symbol \(s\) in \(P\) such that \(\text{def}(s, P)\) consists of a single chain rule of the form \(s(X, X)\) and \(m > 0\) right-recursive chain rules of the form:

\[
s(X, Y) \leftarrow \alpha_i(X, Z), s(Z, Y). \quad 1 \leq i \leq m.
\]

We rewrite each recursive chain rule that is in the following format:

\[
s(X, Y) \leftarrow \alpha_i(X, Z), s(Z, W), s(W, Y).
\]

as follows:

\[
s(X, Y) \leftarrow \alpha_i(X, Z), s(Z, Y).
\]
That is, we drop one occurrence of the recursive atoms at the end of the rule. If the resulting rule has still multiple recursive atoms at the end, we repeat the transformation. The program obtained after performing the above transformations for all the predicate symbols \( s \) in \( P \) is denoted by \( \text{simple}(P) \). Then, \( \langle P, p(b, Y) \rangle \) is equivalent to \( \langle \text{simple}(P), p(b, Y) \rangle \) [Greco et al., 1999].

**Example 7.13** Consider the program \( P' = \text{can}(P) \) of Example 7.12 which is reported below:

\[
\begin{align*}
&\ r_1 : \ path(X, Y) \leftarrow \text{edge}(X, Z), \text{path}'(Z, Y).
&\ r_2 : \ path'(X, X).
&\ r_3 : \ path'(X, Y) \leftarrow \text{edge}(X, W), \text{path}'(W, Z), \text{path}'(Z, Y).
\end{align*}
\]

Clearly, \( \text{def}(\text{path}', P') = \{r_2, r_3\} \). Then, \( \text{simple}(P') \) is as follows:

\[
\begin{align*}
&\ path(X, Y) \leftarrow \text{edge}(X, Z), \text{path}'(Z, Y).
&\ path'(X, X).
&\ path'(X, Y) \leftarrow \text{edge}(X, W), \text{path}'(W, Y).
\end{align*}
\]

Thus, we have eventually linearized the non-linear transitive closure.

We observe that the transformation \( \text{simple} \) can be applied to a larger number of cases by applying further grammar rewriting. For instance, given the grammar:

\[
\begin{align*}
\ s & \to \ as' \\
\ s' & \to \ bs' | \epsilon.
\end{align*}
\]

We can modify it into:

\[
\begin{align*}
\ s & \to \ as' \\
\ s' & \to \ b as' | \epsilon
\end{align*}
\]

so that we can eventually apply the transformation \( \text{simple} \).

**Example 7.14** Consider the \( \langle \text{path} \rangle \)-chain query \( Q = \langle P, \text{path}(b, Y) \rangle \) where \( P \) is defined as follows:

\[
\begin{align*}
&\ path(X, Y) \leftarrow \text{yellow}(X, Y).
&\ path(X, Y) \leftarrow \text{path}(X, U), \text{red}(U, V), \text{path}(V, W), \text{blue}(W, Z), \text{path}(Z, Y).
\end{align*}
\]

Then, \( \text{can}(P) \) is as follows:

\[
\begin{align*}
&\ path(X, Y) \leftarrow \text{yellow}(X, Z), \text{path}'(Z, Y).
&\ path'(X, X).
&\ path'(X, Y) \leftarrow \text{red}(X, U), \text{path}(U, W), \text{blue}(W, Z), \text{path}(Z, T), \text{path}'(T, Y).
\end{align*}
\]
We now replace the two occurrence of \( \text{path} \) in the body of the last rule with the body of the first rule and obtain the equivalent program \( P' \):

\[
\text{path}(X, Y) \leftarrow \text{yellow}(X, Z), \text{path}'(Z, Y).
\]

\[
\text{path}'(X, Y).
\]

\[
\text{path}'(X, Y) \leftarrow \text{red}(X, U), \text{yellow}(U, V), \text{path}'(V, W), \text{blue}(W, Z), \text{yellow}(Z, S), \text{path}'(S, T), \text{path}'(T, Y).
\]

We can now apply the transformation \( \text{simple} \) to \( \text{path}' \) and the last rule of \( P' \) becomes:

\[
\text{path}'(X, Y) \leftarrow \text{red}(X, U), \text{yellow}(U, V), \text{path}'(V, W), \text{blue}(W, Z), \text{yellow}(Z, S), \text{path}'(S, Y).
\]

We now apply another transformation for the predicate symbols for which the transformation \( \text{simple} \) cannot be applied because of the lack of the chain rule of the form \( s(X, X) \). Suppose that there exists a predicate symbol \( s \) in \( q \) such that \( \text{def}(s, P) \) consists of \( n > 0 \) exit chain rules, say

\[
s(X, Y) \leftarrow \beta_i(X, Y). \quad 1 \leq i \leq n
\]

and \( m > 0 \) right-recursive chain rules of the form:

\[
s(X, Y) \leftarrow \alpha_i(X, Z), s(Z, Y). \quad 1 \leq i \leq m
\]

We rewrite the above rules as follows:

\[
s(X, Y) \leftarrow \beta'(X, Z), \beta_i(Z, Y). \quad 1 \leq i \leq n
\]

\[
s'(X, X).
\]

\[
s'(X, Y) \leftarrow \alpha_i(X, Z), s'(Z, Y). \quad 1 \leq i \leq m.
\]

We now replace atoms in \( \alpha_i \) having \( s \) as predicate symbol with the bodies of the rules defining \( s \). In this way, every rule will not have two consecutive recursive predicate symbols at the end of the body.

The program obtained after performing the above transformations for all the predicate symbols in \( P \) is denoted by \( \text{simple}'(P) \). As shown in Greco et al. [1999], \( \langle \text{simple}'(P), p(b, Y) \rangle \) is equivalent to the original chain query \( \langle P, p(b, Y) \rangle \).

**Example 7.15** Consider the \{path\}-chain query \( Q = \langle P, \text{path}(b, Y) \rangle \) where \( P \) is defined as follows:

\[
\text{path}(X, Y) \leftarrow \text{yellow}(X, Y).
\]

\[
\text{path}(X, Y) \leftarrow \text{red}(X, V), \text{path}(V, W), \text{path}(W, Y).
\]

Then, \( \text{simple}'(P) \) consists of the following rules:

\[
\text{path}(X, Y) \leftarrow \text{path}'(X, Z), \text{yellow}(Z, Y).
\]

\[
\text{path}'(X, X).
\]

\[
\text{path}'(X, Y) \leftarrow \text{red}(X, V), \text{path}'(V, W), \text{yellow}(W, T), \text{path}'(T, Y).
\]
As discussed in the next section, the form of simple’ ($P$) is very effective for the performance not only of the pushdown method but also of the counting method.

### 7.2.4 WHEN PUSHDOWN REDUCES TO COUNTING

In this section, we describe some conditions under which the pushdown method reduces to the counting method [Bancilhon et al., 1986, Saccà and Zaniolo, 1988]. Actually, the counting method can be seen as a space-efficient implementation of the pushdown store. On the other hand, as the pushdown method has a larger application domain, we can conclude that the pushdown method is a powerful extension of the counting method.

We first observe that, given the pushdown program of a $q$-chain query, the pushdown store can be efficiently implemented whenever it contains strings of the form $\alpha^k(\beta)^n$, with $0 \leq k \leq 1$ and $n \geq 0$. Indeed, the store can be replaced by the counter $n$ and the introduction of two new states $q_\alpha$ and $q_\beta$ to record whether the top symbol is $\alpha$ or $\beta$, respectively. This situation arises when the program consists of a number of exit chain rules and right-linear chain rules, and a single linear non-left-recursive chain rule. The next example illustrates that the above implementation of the pushdown store corresponds to applying the counting method.

**Example 7.16** Consider the Datalog query $\{P, \text{sg}(d, Y)\}$ where $P$ is the linear program below:

\[
\begin{align*}
\text{sg}(X, Y) & \leftarrow c(X, Y). \\
\text{sg}(X, Y) & \leftarrow a(X, X1). \text{sg}(X1, Y1), b(Y1, Y).
\end{align*}
\]

The pushdown query is $\{P', \text{q}(Y, [\ ]))$, where $P'$ is:

\[
\begin{align*}
q(d, [\text{sg }]) & \\
q(Y, [\text{sg}, b | T]) & \leftarrow q(X, [\text{sg} | \text{T}]), a(X, Y). \\
q(Y, T) & \leftarrow q(X, [\text{sg} | \text{T}]), c(X, Y). \\
q(Y, T) & \leftarrow q(Y, [b | \text{T}]), b(X, Y).
\end{align*}
\]

Observe that the pushdown store contains strings of the form $\text{sg}(b)^n$ or of the form $(b)^n$, with $n \geq 0$. So, we replace the store with the counter $n$ and the introduction of two new states $q_{sg}$ and $q_b$ to record whether the top symbol is $\text{sg}$ or $b$, respectively. Therefore, the rules above can be rewritten as follows:

\[
\begin{align*}
q_{sg}(d, 0). \\
q_{sg}(Y, I) & \leftarrow q_{sg}(X, J), a(X, Y), I = J + 1. \\
q_b(Y, I) & \leftarrow q_{sg}(X, I), c(X, Y). \\
q_b(Y, I) & \leftarrow q_b(Y, J), b(X, Y), I = J - 1.
\end{align*}
\]

These rules are the same as those generated by the counting method. The query goal becomes $q_b(Y, 0)$. 

We now show that the above counting implementation of the pushdown store can be done also when the pushdown strings are of the form \( k \cdot \alpha^n \) where \( 0 \leq k \leq 1 \) and \( n \geq 0 \). This situation arises when the query’s program consists of a number of exit chain rules and right-linear chain rules, and a single bi-linear (i.e., the rule body contains two atoms whose predicate symbols are mutually recursive with the head predicate symbol) recursive chain rule that is right-recursive but not left-recursive, e.g., the rule might be of the form:

\[
p(X_0, Y_2) \leftarrow a_0(X_0, Y_0), p(Y_0, X_1), a_1(X_1, Y_1), p(Y_1, Y_2).
\]

Example 7.17 Consider the query \( Q = \langle P, \text{path}(b, Y) \rangle \) where \( P \) is:

\[
\begin{align*}
\text{path}(X, X). \\
\text{path}(X, Y) & \leftarrow \text{red}(X, V), \text{path}(V, W), \text{yellow}(W, T), \text{path}(T, Y).
\end{align*}
\]

Using the counting implementation of the pushdown store, we obtain the following program:

\[
\begin{align*}
q_{\text{path}}(b, 0), \\
q_{\text{yellow}}(X, I) & \leftarrow q_{\text{path}}(X, I), \\
q_{\text{path}}(Y, I + 1) & \leftarrow q_{\text{path}}(X, I), \text{red}(X, Y), \\
q_{\text{path}}(Y, I - 1) & \leftarrow q_{\text{yellow}}(X, I), \text{yellow}(X, Y).
\end{align*}
\]

The query goal is \( q_{\text{yellow}}(Y, 0) \). It is worth noting that the above program cannot be handled by the counting method.

### 7.2.5 IMPLEMENTATION AND TERMINATION

As pointed out in Section 7.2.1, the pushdown method could be inefficient or even non-terminating for cyclic databases. In this section, we show how the method can be implemented in order to guarantee efficiency and termination.

The basic idea is to “distribute” stores among facts and link the facts used to memorize the same store. Specifically, the store associated with a fact is memorized by means of two distinct elements: a list containing a block of elements in the top of the store and a link to a fact which can be used to derive the tail of the store. Thus, a fact of the form \( q(x, [p_1, \ldots, p_k]) \) is memorized as \( q(x, [p_1, \ldots, p_k], Id) \) where \( k \leq n \) and \( Id \) is a link to some fact which permit to determine the tail \([p_{k+1}, \ldots, p_n]\) of the store.

We now present how the pushdown method is implemented. Let \( Q = \langle P, p(a, Y) \rangle \) be a chain Datalog query and let \( \bar{Q} = \langle P', q(Y, [\_]) \rangle \) be the pushdown query of \( Q \). Recall that \( P' \) has
rules of the form (see Section 7.2.1):

\[ q(b, [p]). \]

\[ \cdots \]

\[ q(Y, [p^i_1, a^i_1, \ldots, p^i_{n-1}, a^i_n | T]) \leftarrow q(X, [p^i_0 | T]), a^i_0(X,Y). \]

\[ q(Y, T) \leftarrow q(X, [a^i_0 | T]), a^i_0(X,Y). \]

\[ \cdots \]

\[ q(Y, T) \leftarrow q(X, [a^i_n | T]), a^i_n(X,Y). \]

\[ \cdots \]

The pushdown implementation query of \( Q \), denoted \( I(\hat{Q}) \), is the pushdown query \( \langle P'', q(Y, [], nil) \rangle \) where \( P'' \) is derived from \( P' \) as follows.

1. A fact of the form

\[ q(b, [p]). \]

is substituted by the following fact where nil is a new constant

\[ q(b, [p], nil). \]

2. A rule \( r/j \) of the form

\[ q(Y, [p^j_1, a^j_1, \ldots, p^j_n, a^j_n | T]) \leftarrow q(X, [p^j_0 | T]), a^j_0(X,Y) \]

is substituted by the rule

\[ q(Y, [p^j_1, a^j_1, \ldots, p^j_n, a^j_n], Id(X)) \leftarrow q(X, [p^j_0 | T], I), a^j_0(X,Y), \]

where \( Id(X) \) is a unique identifier associated with the list of ground tuples having \( X \) as first argument. In the following, for the sake of simplicity, we assume that \( Id(X) = X \).

3. A rule \( r/j \) of the following form with \( i < n \)

\[ q(Y, T) \leftarrow q(X, [a^j_i | T]), a^j_i(X,Y) \]

is substituted by the rule

\[ q(Y, T, I) \leftarrow q(X, [a^j_i | T], I), a^j_i(X,Y). \]

4. A rule \( r/j \) of the form

\[ q(Y, T) \leftarrow q(X, [a^j_n | T]), a^j_n(X,Y) \]

is substituted by the rule

\[ q(Y, T, I) \leftarrow q(X, [a^j_n], Id(Z)), q(Z, [p | T], I), a^j_n(X,Y). \]

Recall that \( p \) is the predicate symbol of the goal of the original chain Datalog query.
The following example illustrates how the pushdown implementation query is carried out.

**Example 7.18** Consider the query \( Q = (P, sg(1, Y)) \) of Example 7.9. As already discussed in Example 7.9, the pushdown query is \( \hat{P} \cdot q(Y, []) \), where \( \hat{P} \) is as follows:

\[
\begin{align*}
q(1, [sg]) & \\
q(Y, T) & \leftarrow q(X, [sg | T], a(X, Y)). \\
q(Y, [sg, c, sg, d | T]) & \leftarrow q(X, [sg | T], b(X, Y)). \\
q(Y, T) & \leftarrow q(X, [c | T], c(X, Y)). \\
q(Y, T) & \leftarrow q(X, [d | T], d(X, Y)).
\end{align*}
\]

The pushdown implementation query \( I(\hat{Q}) \) is \( (P'', sg(Y, []), nil) \) where \( P'' \) is as follows:

\[
\begin{align*}
q(1, [sg], nil) & \\
q(Y, T, I) & \leftarrow q(X, [sg | T], I), a(X, Y). \\
q(Y, [sg, c, sg, d | T], X) & \leftarrow q(X, [sg | T], I), b(X, Y). \\
q(Y, T, I) & \leftarrow q(X, [c | T], I), c(X, Y). \\
q(Y, T, I) & \leftarrow q(X, [d | T], I), d(X, Y).
\end{align*}
\]

As shown in Greco et al. [1999], \( I(\hat{Q}) \) is equivalent to the original query \( Q \). Moreover, the implementation technique, besides efficiency, guarantees also termination of the evaluation process, that is, the bottom-up computation of \( I(\hat{Q}) \) always terminates [Greco et al., 1999].

The following example shows how queries are computed in the presence of cyclic databases.

**Example 7.19** Let \( I(\hat{Q}) = (P'', sg(Y, []), nil) \) be the pushdown query of Example 7.18. Consider the database pictured in Figure 7.3 where a fact \( p(x, y) \) is represented by an edge from \( x \) to \( y \) with label \( p \).

![Figure 7.3: Acyclic database.](image-url)
The evaluation of program $P''$ produces the following ground atoms: $q(1, [sg], nil)$, $q(2, [sg, c, sg, d], 1)$, $q(3, [sg, c, sg, d], 2)$, $q(4, [c, sg, d], 2)$, $q(5, [sg, d], 2)$, $q(6, [d], 2)$, $q(7, [c, sg, d], 1)$, $q(8, [sg, d], 1)$, $q(9, [d], 1)$, and $q(10, [], nil)$. Therefore, the answer is $Y = 10$.

Consider now the cyclic database pictured in Figure 7.4. The evaluation of program $P''$ produces the ground atoms $q(1, [sg], nil)$, $q(2, [sg, c, sg, d], 1)$, $q(3, [sg, c, sg, d], 2)$, $q(4, [c, sg, d], 1)$, $q(5, [d], 1)$, $q(6, [], nil)$, $q(6, [c, sg, d], 2)$, $q(7, [sg, d], 2)$, $q(8, [d], 2)$, $q(9, [c, sg, d], 1)$, $q(10, [sg, d], 1)$, $q(11, [d], 1)$ and $q(10, [], nil)$. Therefore, the answers are $Y = 6$ and $Y = 12$.

Figure 7.4: Cyclic database.

The implementation of the pushdown method can be seen as a smart implementation of the supplementary magic-sets method [Saccà and Zaniolo, 1986] (see also Beeri and Ramakrishnan [1991]). Moreover, for non-linear programs there is an important difference since the method generates less non-linear recursive rules than the supplementary magic-sets method. For instance, consider the non-linear query of Example 7.9. The program obtained by applying the supplementary magic-sets method is as follows:

\[
\begin{align*}
m_{sg}(b). \\
m_{sg}(X_1) & \leftarrow s_{sg_1}(Z, X_1). \\
m_{sg}(Y_2) & \leftarrow s_{sg_3}(Z, Y_2). \\
s_{sg_1}(X, X_1) & \leftarrow m_{sg}(X), b(X, X_1). \\
s_{sg_2}(X, X_2) & \leftarrow s_{sg_1}(X, X_1), sg(X_1, X_2). \\
s_{sg_3}(X, X_3) & \leftarrow s_{sg_2}(X, X_2), c(X_2, Y_2). \\
sg(X, Y) & \leftarrow m_{sg}(X), a(X, Y). \\
sg(X, Y) & \leftarrow s_{sg_3}(X, Y_2), sg(Y_2, Y_1), d(Y_1, Y).
\end{align*}
\]
The rule defining predicate symbol $s_2$ and the second rule defining predicate symbol $s_1$ are bi-linear, that is, they have two occurrences of predicate symbols mutually recursive with the head predicate symbol. The program generated by the pushdown method contains only one bi-linear rule and, therefore, its execution can be more efficient.

In the general case, given a nonlinear recursive rule having $n > 1$ occurrences of predicate symbols in its body that are mutually recursive with the head predicate symbol, the pushdown method generates only one bi-linear rule whereas the supplementary magic-sets method generates $n$ bi-linear rules. Observe also that the space used by the pushdown method is less than that used by the supplementary magic-sets method since the pushdown method does not use magic predicates.
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The analogies between chain queries and context-free languages were investigated by several authors, including [Afrati and Papadimitriou, 1987, Beeri et al., 1990, Dong, 1992a, Pereira and Warren, 1980, Ullman, 1992, Ullman and Van Gelder, 1986]. In particular, the use of automata to compute general logic queries was first proposed by Lang [1988]. Lang’s method is based on pushing facts from the database onto the stack for later use in reverse order in the proof of a goal. As the method applies to general queries, it is not very effective for chain queries; besides, it does not exploit possible bindings.

Vieille [1989] independently proposed an extension of SLD-resolution which avoids replicated computations in the evaluation of general logic queries using stacks to perform a set-oriented computation. Also this method does not take advantage of a possible chain structure but it does exploit possible bindings.

The first proposal of a method that is both specialized for chain queries and based on the properties of context-free language is due to Yannakakis [1990], who proposed a dynamic programming technique implementing the method of Cocke-Younger and Kasami to recognize strings of general context-free languages. This technique turns out to be efficient for unbound queries but it does not support any mechanism to reduce the search space when bindings are available.

Strategies for processing and optimizing Datalog queries are discussed also in Abiteboul et al. [1995], Bancilhon and Ramakrishnan [1986], Ceri et al. [1989], Green et al. [2013], Ullman [1989].

Several extensions of the magic-sets technique have been proposed to deal with Datalog extended with stratified negation [Behrend, 2003], a restricted form of negation called modular stratification [Ross, 1994], unstratified negation [Faber et al., 2007], disjunction [Cumbo et al.,...
2004], disjunction and stratified negation [Alviano et al., 2012, Greco, 1998b, 1999b, 2003], and disjunction and constraints [Greco et al., 2005].
Recently, there has been a great deal of interest in applying Datalog in several domains [Huang et al., 2011] such as declarative networking [Loo et al., 2005a,b, 2006], network monitoring [Abiteboul et al., 2005], program analysis [Bravenboer and Smaragdakis, 2009], security [Marczak et al., 2010, Zhou et al., 2009], cloud computing [Alvaro et al., 2010], information extraction [Gottlob et al., 2004, Shen et al., 2007], P2P deductive databases [Caroprese et al., 2006], and social network analysis [Seo et al., 2013]. Specifically, these works extend the Datalog language and its implementation techniques with constructs that are particularly useful for a specific domain.

The arguments in favor of Datalog-like languages is the declarative nature of the resulting languages, which eases the problem formulation for the user and allows powerful performance optimizations on the part of the system.

In this chapter, we briefly discuss different domains where Datalog or Datalog-like languages have been recently applied.

8.1 SECURITY

The Binder language [DeTreville, 2002] is a Datalog-based language for access control in distributed systems.

A “principal” in Binder refers to a component in a distributed environment. Each principal has its own local context where its rules reside. Binder assumes an untrusted network, where different components can serve different roles running distinct sets of rules. Because of the lack of trust among nodes, a component does not have control over rule execution at other nodes. Instead, Binder allows separate programs to interoperate correctly and securely via the export and import of rules and derived tuples across contexts.

Example 8.1 Binder has a distinguished operator says. The says operator implements a common logical construct in authentication, where “p says s” means that principal p supports statement s. For instance, in Binder we can write:

\[
\text{access}(P, O, \text{read}) \leftarrow \text{good}(P).
\]
\[
\text{access}(P, O, \text{read}) \leftarrow \text{bob says access}(P, O, \text{read}).
\]

The rules above state that any principal P may access any object O in read mode if P is good or if bob says that P may do so. The says operator abstracts from the details of authentication.
8. APPLICATIONS

8.2 NETWORKING

Network Datalog (NDlog) [Loo et al., 2006] is a Datalog-like language used for querying network graphs, allowing one to implement a variety of routing protocols and overlay networks.

Example 8.2  The following NDlog programs finds all pairs of reachable vertices over a graph stored by means of link-facts representing the graph edges.

\[
\text{reachable}(\@S, D) \leftarrow \text{link}(\@S, D).
\]

\[
\text{reachable}(\@S, D) \leftarrow \text{link}(\@S, Z), \text{reachable}(\@Z, D).
\]

The rules above specify a distributed transitive closure computation. NDlog supports a location specifier in each predicate, expressed with \(@\) symbol followed by an attribute. This attribute is used to denote the source location of each corresponding tuple. For example, all reachable and link tuples are stored based on the \(@S\) address field.

The Secure Network Datalog (SeNDlog) language [Zhou et al., 2009] unifies Binder and NDlog. SecureBlox [Marczak et al., 2010] is a declarative system that unifies a distributed query processor with a security policy framework. SecureBlox decouples security concerns from system specification allowing easy reconfiguration of a system’s security properties to suit a given execution environment.

8.3 WEB DATA MANAGEMENT

Webdamlog [Abiteboul et al., 2011] is a language to support the distribution of both data and knowledge (i.e., programs) over a network of autonomous peers communicating in an asynchronous way. The language supports updates, distribution, negation, and the novel feature of delegation, that is, the ability for a peer to communicate a program to another peer.

The following example illustrates the main aspects of the language—for a formal definition we refer the reader to Abiteboul et al. [2011].

Example 8.3  [Abiteboul et al., 2011] Consider a relation birthday at a peer named myIphone storing information on friends’ birthdays and how to wish them a happy birthday (i.e., on which servers and with which messages). Facts of this kind can be express as follows:

\[
birthday@myIphone(“Alice,” \text{sendmail}, \text{inria.fr}, 08/08)
\]

\[
birthday@myIphone(“Bob,” \text{sms}, \text{BobIphone}, 01/12),
\]

where, for instance, the first fact says that Alice’s birthdays is August 8th and wishes should be sent by email to server inria.fr.

A rule of the following form can be used to send birthday messages:

\[
\text{$message@$peer($name, “Happy birthday”)} : –
\]

\[
\text{today@myIphone($d),}
\]

\[
\text{birthday@myIphone($name, $message, $peer, $d)}
\]
An identifier starting with the symbol $ is a variable. While the two facts above represent pieces of local knowledge of myIphone, the fact

\[
\text{sendmail@inria.fr(Alice, "Happy birthday")}
\]
describes a message that is sent from myIphone to inria.fr.

The semantics of the global system is defined based on local semantics and the exchange of messages and rules. Intuitively, a given peer chooses how to move to another state based on its local state (a set of local facts and messages received from other peers) and its program. A move consists in (1) consuming the local facts, (2) deriving new local facts, which define the next state, (3) deriving nonlocal facts, i.e., messages sent to other peers, and (4) modifying their programs via “delegations.”

Example 8.3 showed the derivation of local facts and messages sent to other peers. The following example illustrates delegation, one of the main features of Webdamlog.

**Example 8.4** [Abiteboul et al., 2011] Consider the following rule, installed at peer p:

\[
\text{at } p : m@q() : -m_1@p(x), m_2@p'(x).
\]

Suppose that \( m_1@p(a_1) \) holds, for some value \( a_1 \). Then, the effect of the rule is to install at \( p' \) the following rule:

\[
\text{at } p' : m@q() : -m_2@p'(a_1).
\]

The action of installing a rule at some other peer is called delegation.

When \( p' \) runs, if \( m_2@p'(a_1) \) holds, it will send the message \( m@q() \) to \( q \). The basic idea of the delegation from \( p \) to \( p' \) is that there is some knowledge from \( p' \) that is needed to perform the task specified by the rule above. So, to perform that task, \( p \) delegates the remainder of the rule to \( p' \).

### 8.4 PROGRAM ANALYSIS

The Doop framework has been proposed in Bravenboer and Smaragdakis [2009] for points-to analysis of Java programs. Points-to analysis concerns the problem of determining which objects a program variable can point to. The approach of Bravenboer and Smaragdakis [2009] relies on Datalog for specifying program analyses and proposes optimizations to speed-up such analyses.

**Example 8.5** For the purpose of performing points-to analysis the following two base relations can be used:

- a binary relation \( \text{AssignHeapAllocation} \) storing facts of the form \( \text{AssignHeapAllocation}(v, o) \), where \( v \) is a Java variable and \( o \) identifies a heap object (pointed to by \( v \))—such facts can be derived from a Java program by introducing one fact for each instruction \( a = \text{new A()} \) in the Java program, that is, when a heap object is allocated and assigned to a Java variable; and
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- A binary relation Assign storing facts of the form Assign(from, to), where from and to are Java variables—the Assign relation has one fact for each assignment between two Java (reference) variables, that is, when a Java assignment to = from is found.

Given the AssignHeapAllocation and Assign relations of a given Java program, a simple points-to analysis can be easily expressed in Datalog as follows:

\[
\begin{align*}
\text{varPointsTo}(V, O) & \leftarrow \text{AssignHeapAllocation}(V, O). \\
\text{varPointsTo}(T, O) & \leftarrow \text{Assign}(\text{From}, T), \text{varPointsTo}(\text{From}, O).
\end{align*}
\]

The declarative nature of Datalog and its ability of expressing recursive relations makes Datalog suitable for expressing complex program analysis algorithms. For instance, Example 8.5 showed how a simple points-to analysis can be succinctly expressed in Datalog leveraging recursion.

As another example, recursion can be exploited to easily express a Datalog program checking whether a method \( m_1 \) is reachable from a method \( m_2 \), provided that we have points-to information, so that the target objects of a virtual method call are known.

8.5 MODULE COMPOSITION

A Datalog language for automatic service composition has been proposed in Albanese et al. [2013]. Composition comes into play when a user’s request cannot be fulfilled by a single software module, but the composition of multiple modules can provide the requested services.

The general framework of Albanese et al. [2013] allows users to express QoS and security attributes associated with services and take them into account in the composition process. In addition, it is possible to express both hard and soft requirements for the QoS and security attributes that should come with the requested services. The adopted language is Datalog augmented with disjunction, negation, strong and weak constraints [Buccafurri et al., 2000].

The following example illustrates some of the basic features of the language.

Example 8.6  Suppose we are given a set of modules, where each of them provides services to other modules and possibly requires services from other modules in order to deliver those offered. Modules and their required/provided services can be expressed by means of facts of the following form.

- A fact module\((m)\) means that \( m \) is a module.
- A fact requires\((m, r)\) means that \( r \) is a service required by module \( m \).
- A fact provides\((m, p)\) means that \( p \) is a service provided by module \( m \).
- A fact of the form compatible\((m_1, p, m_2, r)\) means that service \( p \) provided by module \( m_1 \) can fulfill service \( r \) required by module \( m_2 \). Facts of this kind can be computed by means of Datalog rules expressing specific compatibility criteria.
The following Datalog rules can be used to guess a set of modules and determine the services that can be delivered through their composition:

\[
\begin{align*}
\text{taken}(M) \lor \neg \text{taken}(M) & \leftarrow \text{module}(M). \\
\text{fulfilled}(M2, R) & \leftarrow \text{taken}(M2), \text{requires}(M2, R), \text{delivers}(M1, P), \text{compatible}(M1, P, M2, R). \\
\text{delivers}(M, I) & \leftarrow \text{taken}(M), \text{provides}(M, I), \neg \text{cannot\_deliver}(M). \\
\text{cannot\_deliver}(M) & \leftarrow \text{requires}(M, I), \neg \text{fulfilled}(M, I).
\end{align*}
\]

The first rule above is used to guess a subset of the available modules, say \( S \). The second rule says that \( \text{fulfilled}(M2, R) \) is derived if \( R \) is a service required by module \( M2 \) and there is a module \( M1 \) in \( S \) delivering a service \( P \) that fulfils \( R \). The third rule allows us to derive \( \text{delivers}(M, I) \) if module \( M \) can deliver service \( I \). The fourth rule allows us to derive \( \text{cannot\_deliver}(M) \) if \( M \) is a module whose provided services cannot be delivered because at least one of its required services cannot be matched with a service delivered by a taken module.
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