This book offers a real-life experimentation environment to readers. The companion software to this book is a collection of online programs that facilitate such exploratory methods and systematic self-discovery of neural networks. As past president of IEEE’s Computational Intelligence Society with over 6,000 members and the editor-in-chief of IEEE Transactions on Neural Networks, I am very interested in the success of neural network technology. I, therefore, highly recommend this book to all who want to learn neurocomputing techniques for their unique and practical educational value.

—Dr. Jacek M. Zurada, Department of Electrical and Computer Engineering, University of Louisville

The utility of artificial neural network models lies in the fact that they can be used to infer functions from observations—making them especially useful in applications where the complexity of data or tasks makes the design of such functions by hand impractical. Exploring Neural Networks with C# presents the important properties of neural networks—while keeping the complex mathematics to a minimum. Explaining how to build and use neural networks, it presents complicated information about neural networks structure, functioning, and learning in a manner that is easy to understand.

Taking a “learn by doing” approach, the book is filled with illustrations to guide you through the mystery of neural networks. Examples of experiments are provided in the text to encourage individual research. Online access to C# programs is also provided to help you discover the properties of neural networks.

Following the procedures and using the programs included with the book will allow you to learn how to work with neural networks and evaluate your progress. You can download the programs as both executable applications and C# source code from http://home.agh.edu.pl/~tad/index.php?page=programy&lang=en.
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I am very pleased to write the Foreword to this unique volume since I believe it is a very special publication that stands out among many others. It is about neural networks as practical tools capable of building trainable computing models. After training is completed, the models can provide solutions to difficult problems easily by capturing and interpreting knowledge from data. These neurocomputing models—as we call them—mimic nature and their biological prototypes such as brain and sense in their essential learning and adaptation abilities.

These naturally inspired models derive their power from the collective processing of neurons whose main advantage is the ability to learn and adapt to changing environments. As such techniques typically return encapsulated knowledge, the old adage that “knowledge is power” can be thus applied to all the neurocomputing models described in this book.

The study of any subject including neural networks can be made much easier and more pleasant if we acquire hands-on experience and simulate and visualize our experiments on a PC instead of reading theories. This book offers a real-life experimentation environment to readers. Moreover, it permits direct and personal exploration of neural learning and modeling.

The companion software to this book is a collection of online programs that facilitate such exploratory methods and systematic self-discovery of neural networks. The programs are available in two forms—as executable applications ready for immediate use as described in the book or as source codes in C#. The source code format allows users’ modifications. Its parts can also be embedded into users’ programs designed for various educational, research, or practical data analysis tasks. All programs are fully functional and their codes are usable for object-oriented design. This feature makes them easy to use without going into the details of the algorithms used.

The planned experiments are interesting and attractive, and running them can be regarded as playing a computer game. However, the unique insights of computational learning gained this way are both entertaining and educational at the same time. Guided self-activity has again trumped the passive study of theorems and axioms.

The book is written in a very convincing narrative, and can be easily followed by people outside the science–technology–engineering–mathematics (STEM) areas. To take advantage of neural networks as tools, such readers need only introductory experience in handling and editing computer files—knowledge that most of us have. In addition, the book can be read by high school students and hobbyists who have no formal computer training. Readers may be surprised, but throughout the book they will not find even a single mathematical formula! At the same time the source codes allow interested persons to become familiar with fine details of simulations and algorithms. Such details can be simply reverse-engineered from the codes of the program.
To make the reader completely relaxed and motivated, the authors go beyond the essential know-how. Lots of interesting observations and comments by the authors make the book a must-have and must-read-and-know. For serious students, each chapter concludes with questions and problems in varying degrees of difficulty, thus making controlled self-study complete and rewarding.

This book was also released in the Russian language in Russia. It can now be said to be used by neural network students spread over one sixth of the globe—in ten time zones from Central Europe to Far East Asia. The website with software posting continues recording hundreds of visits from the domains of Russia and the former Soviet republics.

As past president of IEEE’s Computational Intelligence Society with over 6,000 members and the editor-in-chief of *IEEE Transactions on Neural Networks*, I am very interested in the success of neural network technology. I, therefore, highly recommend this book to all who want to learn neurocomputing techniques for their unique and practical educational value. I have taught this subject to senior undergraduate and graduate engineering and computer science students for a number of years. In addition to offering short courses for industry and business, I’ve taught this subject at the University of Louisville in the United States, at the National University of Singapore, and at the University of Catania in Italy. If I had access to this book earlier, I would have opened laboratory sessions to non-engineering students.

I sincerely hope that the readers of this volume find useful information relevant to their own interests in computational intelligence and will enjoy applying these techniques in their professional and personal pursuits.

**Dr. Jacek M. Zurada**

*Professor, Department of Electrical and Computer Engineering, University of Louisville, Louisville, Kentucky; Life Fellow of IEEE; Foreign Member of Polish Academy of Sciences; National Professor of Poland; Honorary Professor at Hebei University, University of Electronic Science and Technology, Sichuan University, and University of Petroleum (all in China)*
Preface

Neural networks are interesting and useful tools for researchers working on a wide range of problems from various disciplines and the networks continue to attract new users. Figure P.1 shows increasing profits from sales of neural network software.

As the figure indicates, the first commercially available software tools using neural networks emerged in the early 1990s. The dynamic growth of this portion of the market took place in or around 2000, and throughout the past decade interest in neural networks has increased steadily although not as fast as in the early years of development. In addition to the practical value of information tools based on neural networks, it is interesting that these networks are mapped into parts of the brains of humans and animals (Figure P.2).

The work of these neural network researchers initiated by the Russian scholar Pavlov led to a whole series of discoveries honored with the most valuable trophy a scholar can earn: the Nobel Prize. Table P.1 lists the Nobel Prize winners who contributed to our understanding of the principles according to which the biological brain functions and thus created the base on which we can build technical neural networks.

As you can see from the table, biologists in the early 1990s knew very much about brain function. The bio-cybernetics experts built cyber models (mathematical and computer simulations) of all the brain mechanisms. It was proven beyond a reasonable doubt that the brain collects and processes information more efficiently and economically than computer systems although computers dominate in the areas of speed and storage capacity.

Let us now see where and how neural network concepts apply to IT problems and you will see why they are so interesting. Figure P.3 depicts how classification tasks are performed by different information systems. Clearly, some tasks are easy and some are very difficult. The horizontal axis of the chart illustrates the degree of task difficulty.

The difficulty of a task is not the only measure of trouble faced by the person who wants to complete it. A second dimension of a problem is the availability of knowledge on which the solver can depend while reaching the solution. The rules for some tasks are specified although the number of rules or their complexity can continue to make a task more difficult. For example, a software developer for a large bank has a lot of work in a situation where tolerance of ignorance of the rules is zero. This is because the rules are consistent and known and can be used to construct tools required to solve the task.

We know how to use computers to solve tasks characterized by complete knowledge of the rules. On the basis of the rules, we can build an algorithm; on the basis of the algorithm, we can write a suitable program. In practice, the situation may be more complicated. We are often called upon to solve problems for which no rules are known. If we want to solve a task, we may have to make
decisions based observations of related phenomena or processes—we must deal with a situation symbolically (see center section of Figure P.3). Knowledge of the rules is insufficient in this case and the rules may not be known until the task is complete. Despite these shortcomings, we can use a convenient technique for deduction. By trying to develop a general rule (or more often a set of general rules), we can start to solve any problem.

However, we may face an even more complex situation that bears little resemblance to known rules. We may have to work with a number of examples of tasks that have been resolved correctly. The correct solution may come from observing the behavior of a system whose properties we want to model, although we do not know the internal structure of the system or why it works.

At first you might think that such situations do not exist. You are wrong! The human brain regularly solves such tasks, for example, tasks involving perception. A simple example might be recognizing people based on appearance—a fairly easy task for a human and a very difficult one for a computer.
The required approach to problem solving in this case is called induction and we know of no general rules that apply to this specific detailed problem. Instead, however, we have a handful of examples of specific tasks that are known to have correct solutions. The human mind is capable of analyzing generalized examples and drawing conclusions from them. Consider the example of a rat in a maze. Its brain is capable of learning the rules for finding the right way around the maze. The rat manages to learn how to navigate the maze by analyzing the degrees of similarity in the situations it encounters. In essence, the rat is using a neural network.
This book will give you the skills to explore the properties of neural networks. A series of highly specific programs form integral parts of this book. Following the procedures and using the programs will allow you to learn how to work with neural networks and evaluate your progress. You can download the programs legally (and for free!) from http://home.agh.edu.pl/~tad//index.php?page=programy&lang=en

More information about how these programs work and how to download them and use them appear in Chapter 4. The aforementioned website also contains complete source codes for all the applications along with a set of tools that will you to view and analyze these codes. This book and the website can be used in three ways:

If you are interested only in neural network information and do not want to “play” with software, you can simply read the book.

If you are curious about the workings of neural networks, you can download a ready-to-use program that will allow you to build and test neural networks on your computer. This way you can connect theory from the book with practice by using our programs and learn how to apply the methods.

If you are in the learning states and are passionate about programming, you will be able to see exactly how our programs were built, change them, and even improve them. We have nothing to hide!
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Chapter 1

Introduction to Natural and Artificial Neural Networks

1.1 Why Learn about Neural Networks?

Here we will talk about the development of artificial neural networks that were derived from examinations of the human brain system. The examinations were carried out for years to allow researchers to learn the secrets of human intelligence. Their findings turned out to be useful in computer science. This chapter will explain how the ideas borrowed from biologists helped create artificial neural networks and continue to reveal the secrets of the human brain.

This chapter discusses the biological bases of artificial neural networks and their development based on examinations of human brains. The examinations were intended to find the basis of human intelligence and continued secretly for many years for reasons noted in the next section. Subsequent chapters will explain how to build and use neural networks.

As you already know, neural networks are easy to understand and use in computer software. However, their development was based on a surprisingly complex and interesting model of the nervous system in a biological model. We could say that neural networks are simplified models of some functions of the human brain (Figure 1.1).

1.2 From Brain Research to Artificial Neural Networks

The intricacies of the brain have always fascinated scientists. Despite many years of intensive research, we were unable until recently to understand the mysteries of the brain. We are now seeing remarkable progress in this area and discuss it in Section 1.3. In the 1990s, when artificial neural networks were developed, much less information about brain functioning was available. The only known facts about the brain’s workings related to the locations of the structures responsible for vital motor, perception, and intellectual functions (Figure 1.2).
Our knowledge about specific tasks performed by each brain element was limited. Medical research focusing on certain diseases and injuries led to some understanding of how brain parts responsible for controlling movements and essential sensations (somatosensory functions) work (Figure 1.3).

We learned which movement (paralysis) or sensation defects were associated with injuries of certain brain components. Our knowledge about the nature and localization of more advanced psychological activities was based on this primitive information. Basically, we could only conclude that the individual cerebral hemispheres functioned as well-defined and specialized systems (Figure 1.4).

One reason for the limited scientific knowledge of brain function was ethical. Regulations specified that experiments on human brains had to be restricted to observing and analyzing the...
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Figure 1.3  Main localizations of brain functions. (Source: http://www.neurevolution.net/wp-content/uploads/primarycortex1_big.jpg)

Figure 1.4  Generalized differences between main parts of the brain. (Source: http://www.ucmasnepal.com/uploaded/images/ucmas_brain.jpg)
relationships of functional, psychological, and morphological changes in patients with brain injuries. An intentional manipulation of an electrode or scalpel in a tissue of a healthy brain for real-life data collection was out of the question. Of course, it was possible to carry out experiments on animals, but killing innocent animals in the name of science has always been somewhat controversial even if dictated by a noble purpose. Furthermore, it was not possible to draw exact conclusions about human brains directly from animal tests. The differences in brain anatomy and physiology in humans and animals are more significant than differences in their musculoskeletal and circulatory systems.

Let us now look at the methods adopted by the pioneering neural network creators to equip their constructions with the most desirable features and properties modeled on the brain evolved by nature. The brain consists of neurons that function as separate cells acting as natural processors. Spanish histologist Ramón y Cajal (1906 Nobel laureate; see Table P.1 in Preface) first described the human brain as a network of connected autonomous elements. He introduced the concept of neurons that were responsible for processing information, receiving and analyzing sensations, and also generating and sending control signals to all parts of the human body. We will learn more about the structures of neurons in Chapter 2. The artificial equivalent of the neuron is the main component of a neural network structure. Figure 1.5 shows how an individual neuron was isolated from a continuous web of neurons that form the cerebral cortex.

As evident from the experiments on certain animals such as squid of the genus Loligo, our knowledge of neurons when the first neural networks were designed was quite extensive. Hodgkin and Huxley (1963 Nobel Prize) discovered the biochemical and bioelectrical changes that occur during distribution and processing of nervous information carrier signals. The most important result was that the description of a real neuron could be simplified significantly by a reduction of observed information processing rules to several simple relations described in Chapter 2. The extremely simplified neuron (Figure 1.6) still allows us to create networks that have interesting and useful properties and at the same time are economical to build. The elements shown in Figure 1.6 will be discussed in detail in subsequent chapters.

Figure 1.5 Part of the brain cortex treated as a neural network with selected neuron presentation.
A natural neuron has an extremely intricate and diverse construction (Figure 1.7). Its artificial equivalent as shown in Figure 1.6 has a substantially trimmed-down structure and is greatly simplified in the activity areas. Despite these differences, we can, with the help of artificial neural networks, duplicate a range of complex and interesting behaviors that will be described in detail in later chapters.

The neuron in Figure 1.7 is a product of a graphic fantasy. Figure 1.8 shows a real neural cell dissected from a rat brain—an exact match to a human neuron. It is possible to model simple artificial neurons easily and economically by means of an uncomplicated electronic system. It is also fairly easy to model them in a form of a computer algorithm that simulates their activities. The first neural networks were built as specialized electronic machines called perceptrons.

1.3 Construction of First Neural Networks

Let us see how biological information was used in the field of neurocybernetics to design economical and easy-to-use neural networks. The creators of the first neural networks understood the actions of biological neurons. Table P.1 in the Preface lists the number of Nobel prizes awarded throughout the twentieth century for discoveries related directly or indirectly to neural cells and their functions. The most astonishing discovery by biologists concerned the process by which one neuron passes a signal to another neuron (Figure 1.9).
Figure 1.8  View of biological neurons in rat brain. (Source: http://flutuante.files.wordpress.com/2009/08/rat-neuron.png)

- **Dendrites collecting signals from other neurons or receptors**
- **Body of neural cell** – aggregate input signals and calculate (produce) the output signal
- **Axon** – transmit the output signal to the receivers of information (neurons or muscles)
- **Synapse** – transmit signal from neuron to neuron (with weight!)
- **Myelin sheath for axon isolation**

Figure 1.9  Smallest functional part of a neural system: two connected and cooperating neurons. The most important part of the structure is the synapse connecting the two neurons.
Researchers noted that the most important participants in information processing within the brain were the large and complicated cell bodies (axons and dendrites) used for communications between neurons. Synapses are also significant participants. They mediate the process of information passing between neurons. Synapses are so small that the resolving power of the optical microscopes typically used in biology was too low to find and describe them. They are barely visible in Figure 1.9. Their structural complexity could be understood only after the invention of the electron microscope (Figure 1.10).

John Eccles, a British neurophysiologist, proved that when a neural signal goes through a synapse, special chemical substances called neuromediators are engaged. They are released at the end of the axon from the neuron that transmits the information and travel to the postsynaptic membrane of the recipient neuron (Figure 1.11).

In essence, teaching a neuron depends on the ability of the same signal sent through an axon from a transmitting cell to release a greater or smaller quantity of the neuromediator to the synapse that receives the signal. If the brain finds a signal important during the learning process, the quantity of the neuromediator is increased or decreased. We should remember that the mechanism shown in the figure is an extremely simplified version of the complex biological processes that occur within a synapse in reality. The best way to understand the complexity is to discover how the synapses transmit information from neuron to neuron and the mechanism of the changes that take place in synapses as a brain learns and acquires new information.

The neural networks specialists readily used this information and the systems they built possessed one vital attribute: the ability to learn. Obviously, the complicated process of biological learning that requires very complex biochemical processes (Figure 1.12) was greatly simplified for the design of an efficient tool for resolving practical computer science problems. The type of learning utilized in neural networks is classified by psychologists as procedural memory. As we know, humans also have other types of memories. The memory and learning processes are illustrated in Figure 1.13.
Figure 1.11  Simplified scheme of a synapse structure and its main elements.

Figure 1.12  Biochemical mechanisms of learning and memory. (Source: http://ars.els-cdn.com/content/image/1-s2.0-S0149763408001838-gr3.jpg)
In the 1990s, the identification of the inner structures of the brain led to further development of neural networks. The hard work of many generations of histologists analyzing thousands of microscopic specimens and hundreds of less or more successful attempts to reconstruct the three-dimensional structures of the connections between neural elements produced useful results in the forms of schemas such as Figure 1.14.

![Figure 1.13](http://www.trbimg.com/img-504f806f/turbine/la-he-brainresearch18-154.jpg-20120910/600)

**Figure 1.13** Different types of memories in human cognitive processes.

![Figure 1.14](http://www.trbimg.com/img-504f806f/turbine/la-he-brainresearch18-154.jpg-20120910/600)

**Figure 1.14** Three-dimensional internal structure of connections within a brain. (Source: http://www.trbimg.com/img-504f806f/turbine/la-he-brainresearch18-154.jpg-20120910/600)
1.4 Layered Construction of Neural Network

Neural network designers focused mainly on implementing working models that were practical, tough, and extremely truncated. The space layouts of neurons and their connections based on neuroanatomic and cytological research had to be reduced to absolute minimum. The regular layer-like patterns created by neurons in several brain areas had to be followed. Figure 1.15 shows the layered structure of the cerebral cortex. Figure 1.16 illustrates the layered structure of the retina of the eye.

---

Figure 1.15  Layered structure of human brain cortex. (Source: http://hirnforschung.kyb.mpg.de/uploads/pics/EN_M2_clip_image002_01.jpg)

Figure 1.16  Layered structure of the retina component of the eye. (Source: http://www.theness.com/images/blogimages/retina.jpeg)
The technicalities involved in designing neural networks in layers are easy to handle. At best, neural networks are biologically “crippled” models of actual tissues. They are functional enough to produce results that are fairly correct—at least in context of neurophysiology.

According to the popular movie *Shrek*, “Ogres are like onions. They have layers.” Like onions, neural networks also have layers. A typical neural network has the structure shown in Figure 1.17. The main problem for a designer is to set up and maintain the connections between the layers. The schematic of neural connections in a brain is very complicated and connection details differ according to the specific brain area. The first topological brain map was created in the nineteenth century and it divided the brain based on identical neural connection templates (Figure 1.18). The original map marked similar connections with the same color; different colors indicated differences. The map shows what are called Brodmann’s areas.

**Figure 1.17**  Typical neural network structure.

**Figure 1.18**  Brodmann’s map of brain regions with different cell connections. (Source: http://thebrain.mcgill.ca/flash/capsules/images/outil_jaune05_img02.jpg)
Brodmann divided the cortex into 52 regions. Currently we treat brain structures more subtly, but Brodmann’s scheme depicts the problem we face in analyzing neuron connections into a network. The answer varies according to the brain area involved.

If our sole task is to build an artificial neural network, it may be wise to adapt its connection structure with respect to the single problem the network is to solve. It is obvious that a well-chosen structure can greatly increase the speed of network learning. The problem in most cases is that we are unable to determine the best way to work out the problem. We cannot even guess which algorithms are suitable and which ones should be employed after learning. The *a priori* selection of network elements is not possible. Therefore, the decisions about connecting layers and single elements in networks are arbitrary. Usually each element is connected to every other element. Such a homogeneous and completely connected network reduces the effort required to define it. However, this design increases computing complexity. More memory or increased chip complexity may be needed to recreate all connections between elements.

It is worth mentioning that without such simplification, network definition would require thousands of parameters. The deployment of such a structure would be a programmer’s worst nightmare. In contrast, using fully connected elements involves no special efforts of the designer and the use has become almost routine and harmless because the learning process eliminates unnecessary connections.

### 1.5 From Biological Brain to First Artificial Neural Network

In summary, the artificial neural networks invented in the 1990s had strong foundations in the anatomical, physiological, and biochemical activities of the human brain. The designers of neural networks did not attempt to make exact copies of brains. Instead, they treated the brain as an inspiration. Therefore, the construction and principles governing artificial neural networks applied in practice are not exact reflections of the activities of biological structures.

Basically, we can say that the foundations of modern neural networks consist of certain biological knowledge elements that are well known and serve as sources of inspiration. Neural networks do not duplicate the precise patterns of brains. The structure designed by a neurocybernetic scientist is totally the product of computer science because neural networks models are created and simulated using typical computers. A graphical metaphor of this process assembled by students of Akademia Górniczo-Hutnicza in Krakow shows the first author as an explorer of neural networks (Figure 1.19).

We must remember that during the evolution of neural networks, all biological knowledge must be considered thoroughly and simplified before it can serve as a basis for constructing artificial neurocybernetic systems. This fact fundamentally influences the properties of neural networks. Contrary to appearances, it also decides the properties and possibilities of neural networks considered tools that help us understand the biological processes of our own brains. We will address this issue in the next subsection.

While preparing this book, we could not ignore the remarkable progress of brain research in the past decade. Accordingly, the concepts determining when and for what purpose neural networks should be applied also have undergone an evolution. In the next subsection, we will talk about concurrent problems connected with human nervous system research and we try to demonstrate the role neural networks may play in future research.
1.6 Current Brain Research Methods

The variety of tools available for researchers in the twenty-first century would have been incomprehensible to the pioneers who gave us the basic knowledge about the structure and functionality of the nervous system. Their work underlined creation of the first neural network in the 1990s. The skull—more precisely the cranium—was impenetrable by early observation techniques. The interior of the brain could only be viewed after the death of a patient and postmortem examination failed to yield any insight into its activities. Anatomists tried to analyze the core structures that processed information and their connectivities by dissecting brains into pieces. With modern technology, the internal brain structures of living humans can be observed and analyzed with extraordinary precision and without harm, as shown in Figure 1.20. Two techniques that led to the improved representation of the human brain and its internal structures are computerized tomography (CT) and nuclear magnetic resonance (NMR).

In early March 2013, two terabytes of unique data hit the web: the first batch of images from a massively ambitious brain-mapping effort called the Human Connectome Project (Van Essen 2013). Thousands of images showed the brains of 68 healthy volunteers, with different regions glowing in bright jewel tones. These data, freely available for download via the project’s site, revealed the parts of the brain that act in concert to accomplish a task as simple as recognizing a face. The project leaders said their work was enabled by advances in brain-scanning hardware and image-processing software.

“It simply wouldn’t have been feasible five or six years ago to provide this amount and quality of data, and the ability to work with the data,” said David Van Essen, one of the project’s principal investigators and head of the anatomy and neurobiology department at the Washington University School of Medicine in St. Louis. Based on a growing understanding that the mechanisms of perception and cognition involve networks of neurons that sprawl across multiple
regions of the brain, researchers have begun mapping those neural circuits. While the Human Connectome Project looks at connections among brain regions, a $100 million project announced in April 2013 and called the BRAIN Initiative will focus on the connectivity of small clusters of neurons.

As of this writing, only the 5-year Human Connectome Project has delivered data. The $40 million project funds two consortia; the larger, international group led by Van Essen and Kamil Ugurbil of the University of Minnesota will eventually scan the brains of 1200 twin adults and their siblings. The goal, says Van Essen, is “not just to infer what typical brain connectivity is like but also how it varies across participants, and how that relates to their different intellectual, cognitive, and emotional capabilities and attributes.” To provide multiple perspectives on each brain, the researchers employ a number of cutting-edge imaging methods. They start with magnetic resonance imaging (MRI) scans to provide basic structural images of the brain using both a 3-tesla machine and a next-generation 7-T scanner. Both provide extremely high-resolution images of the convoluted folds of the cerebral cortex.

The next step will be a series of functional MRI (fMRI) scans to detect blood flow throughout the brain and show brain activities for subjects at rest and engaged in seven different tasks (including language, working memory, and gambling exercises). The fMRI is “souped up.” Ugurbil pioneered a technique called multiband imaging that takes snapshots of eight slices of the brain at a time instead of just one. To complement the data, on basic structure and blood flow within the brain, each participant will be scanned using a technique called diffusion MRI that tracks the movements of water molecules within brain fibers. Because water diffuses more rapidly along the lengths of the fibers that connect neurons than across them, this technique allows researchers to directly trace connections of sections of the brain.

The Connectome team had Siemens customize its top-of-the-line MRI machine to let the team alter its magnetic field strength more rapidly and dramatically to produce clearer images.
Each imaging modality has its limitations, so combining them gives neuroscientists their best view yet of what goes on inside a human brain. First, however, all that neuroimaging data must be purged of noise and artifacts and organized into a useful database.

Dan Marcus, director of the Neuro-informatics Research Group at the Washington University School of Medicine, developed the image-processing software that automatically cleans up the images and precisely aligns the scans so that a single “brain ordinate” refers to the same point on both diffusion MRI and fMRI scans. That processing is computationally intensive, says Marcus: “For each subject, that code takes about 24 hours to run on our supercomputer.”

Finally, the team adapted open-source image analysis tools to allow researchers to query the database in sophisticated ways. For example, a user can examine a brain simply through its diffusion images or overlay that data on a set of fMRI results. Some neuroscientists think that all this data will be of limited use. Karl Friston, scientific director of the Wellcome Trust Centre for Neuroimaging at University College London (2013), applauds the project’s ambition, but criticizes it for providing a resource “without asking what questions these data and models speak to.” Friston would prefer to see money spent on hypothesis-directed brain scans to investigate “how a particular connection changes with experimental intervention or disease.”

The Connectome team thinks the open-ended nature of the data set is an asset, not a weakness. They hope to provoke research questions they never anticipated and in fields other than their own. “You don’t have to be a neuroscientist to access the data,” says Marcus. “If you’re an engineer or a physicist and want to get into this, you can.”

Diagnostics allow us to detect and locate certain brain areas that exhibit high levels of activities at certain moments (see Figure 1.21). Linking such sections with the type of activity a person is performing at a specific moment allows us to presume that certain brain structures are specialized to provide specific responses. This led to better understanding of functional aspects of neural compounds.

Figure 1.21 PET image showing brain activity during performance of certain tasks by research subject. (Source: http://faculty.vassar.edu/abbaird/resources/brain_science/images/pet_image.jpg)
Figure 1.22 shows four profiles at different heights obtained by positron emission tomography (PET) imaging of a human brain viewed from inside. Its owner is awake, is not focused on anything specific, and has no task to accomplish. We can see that most of his brain is inactive (shown as blue or green areas in original scan; places where neurons work were shown as yellow and red areas). Why does the scan reveal activity? Although our test subject is relaxed, he continues to think; he moves even if his movements are not noticeable. He feels cold or heat. His activities are scattered and weak. If he focuses on solving a difficult mathematical problem, the brain areas responsible for abstract thinking immediately increase their activity, resulting in red areas as shown in Figure 1.23.

PET imaging can be used to study minimal activities and exhausting efforts. If a picture suddenly draws the attention of our research object, millions of neurons in the rear part of his brain will be activated to analyze the picture as shown in Figure 1.24. During listening and speech comprehension, triggers responsible for analysis and remembering sounds are activated in temporal lobes as shown in Figure 1.25.

The methods briefly described here allow us to record temporary brain states and explain how the brain is organized. In fact, combinations of various imaging techniques allow us to view internal structures during many types of activities and reveal correlations between certain brain areas and an individual’s corresponding actions (Figure 1.26).

These changes can be recorded dynamically (creating something like a movie or computer animation) and provide an enormous advantage over static pictures. The process is similar to dividing the motions of a runner into sections or the serial snapshots used to produce animated
Figure 1.23  PET image of a human brain focused heavily on a mathematical equation. Intensive marks in the frontal lobe (shown in red on original scan) are activated by this exercise.

Figure 1.24  PET image of brain activity while a subject watches something interesting. We can see spots marking activity in rear lobes (arrow) responsible for acquisition and identification of visual signals.
Figure 1.25  Listening to a conversation activates mostly temporal lobes because they are responsible for signal analysis. Note that speech comprehension areas are located only in one side of brain; listening to music changes the color on both sides of the image.

Figure 1.26  Tracking changes connected with performing specific tasks. (Source: http://www.martinos.org/neurorecovery/images/fMRI_labeled.png)
movies. Figure 1.27 shows animation of brain structures. Presenting such still images of anatomical features in sequence gives an illusion of movement that allows us to track which structures activate and in what order to analyze a specific action.

1.7 Using Neural Networks to Study the Human Mind

The examples presented above were obtained by modern methods of brain examination. The 1990s, also known as “the decade of the brain,” revealed so much information that the human brain no longer seemed mysterious. That statement is misleading. The brain structure has been explored thoroughly and we have some understanding of its functionality. However, a common problem for studies of highly complex objects appeared: the reconstruction of a whole that results in wastes of separate, distributed, and specific information.

One very efficient technique used in modern science is decomposition—the method of dividing an object into parts. Do you have a problem with description of a huge system? Divide it into several hundred pieces and investigate each piece! Are you at a loss to understand a complex process? Let us find several dozen simple subprocesses that constitute the complex system and investigate each one separately. This method is very effective. If separated subsystems or subprocesses remain resistant to your scientific methods, you can always divide them into smaller and simpler parts. However, decomposition creates other difficulties: who will compile the results of all these research fragments? How and when and in what form will the results be compiled?

In analyzing very complex systems, the synthesis of results is not easy, especially if the results were obtained by various scientific techniques. It is hard to compose a whole picture by integrating anatomic information derived from case descriptions based on physiological data and biochemical results generated by analytical devices. Computer modeling can work as a common denominator for processing information obtained from various sources. It was proven experimentally that a computer model describing anatomy can be joined with computer records of physiological processes and computer descriptions of biochemical reactions. The current approach attempts to
build our entire body of knowledge from separate investigations of different biological systems by various scientists.

With reference to neural systems and in particular to the human brain, various computer models may be used to combine results of many different research projects in an effort to achieve an integrated explanation of the functionality of these extraordinarily complex systems. Some of those models will be explained later in the text. In this preliminary chapter, we would like to state that the easiest approach is to attempt to describe our knowledge of the brain in relation to artificial neural networks. Obviously, the human brain is far more complex than the simplified neural networks.

However, it is common in science that the use of simplified models leads to the discovery of rules that allow extrapolation on a larger scale. For example, if a chemist carries out a reaction in a small sample, we are entitled to presume that the same reaction takes place under similar conditions in a vast ocean or on a distant star and the extrapolation is usually valid. Moreover, it is much easier to handle a small laboratory sample than an ocean or a star. While looking for a scientific truth, simplification is often a key to success.

That is why, despite the simplicity of neural networks, researchers use them more and more frequently to model human brain processes to achieve better comprehension. To realize how much we rely on this tool, we will try to compare the complexities of artificial neural networks and animal and human neural systems.

1.8 Simplification of Neural Networks: Comparison with Biological Networks

Artificial neural networks are very simplified in comparison with the neural systems of most living creatures. The comparison can be observed in Figure 1.28. Typical neural networks (usually programs for general-purpose computers) are shown at bottom left at lowest levels of complexity and

Figure 1.28 Localization of artificial neural networks and selected real neural systems showing relation between structural complexity of a system and speed of functioning.
functioning speed. Both dimensions on this plot are represented on a logarithmic scale to show the huge distance between smallest and largest presented values for various organisms.

The structural complexity measured by the number of synapses in neuroinformatic systems can vary from 10^2 for a typical artificial neural network used for technological purposes up to 10^12 for the human brain. This dimension for artificial neural networks is limited by value around 10^5 or 10^6 because of computer memory limitations, where appropriate values for the fairly simple brains of flies and bees are characterized by 10^8 and 10^9 synapses, respectively. In comparison with these neural systems, mammal central nervous systems have huge numbers of synapses (10^11 for rats and 10^12 for humans).

Let us consider the almost linear relation between structural complexity of biological neural systems and their speed of functioning (Figure 1.28). In fact, it is a general rule caused by massively parallel biological neural system functioning. When a system consists of more elements (more neurons and more synapses) and all these elements work together simultaneously, the speed of data processing increases proportionally to the system structural dimensions.

For artificial neural networks, the speed of system functioning depends on the form of network realization. When a neural network is realized as a program-simulating neural activity (e.g., learning or problem solving) on a general-purpose computer, the functioning speed is limited by the performance limits of the processor. Clearly it is impossible to speed processing beyond the hardware limitations with any type of program. Therefore, artificial neural networks realized as programs on general-purpose computers are rather slow.

It is possible to achieve high speed functioning by an artificial neural network when it is realized in hardware form (see ellipse in Figure 1.28). In a bibliography or on the Internet, readers can find many examples of neural networks realized as specialized electronic chips such as field-programmable gate arrays (FPGAs). Other solutions involve optoelectronics—chips are fabricated using partial analog technologies; neurochips that combine electronic silicon and biological parts (living neural cells or neural tissues treated as device components).

All such methods of hardware realization of artificial neural networks may operate very fast (Figure 1.28) but the structural complexity of such systems is always very limited and elasticity of system application is not satisfactory for most users. Therefore, in practice, most users of artificial neural networks prefer software solutions and accept their limitations.

Figure 1.28 indicates that some biological neural systems can be located within artificial neural network ranges. For example, the brain of a shrimp can be compared with an artificial neural network and exhibit no superiority in complexity or in speed of information processing. Therefore, the dot symbolizing shrimp neural system parameters is located within the box area indicating artificial neural network parameters. However, the complexities of their neural systems and speed of data processing for most biological species are much greater than the best parameters achieved by artificial neural networks. The complexity of the human brain is a billion times greater than parameters observed in artificial neural networks.

1.9 Main Advantages of Neural Networks

Neural networks are used widely to solve many practical problems. A Google search of neural networks application will yield about 17,500,000 answers. Wow! Of course, these search results include many worthless messages, but the number of serious articles, books, and presentations showing various neural network applications certainly total millions. Why are so
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many researchers and practicing engineers, economists, doctors, and other computer users interested in using neural networks? The widespread use may be attributed mainly to the following advantages.

- Network learning capability allows a user to solve problems without having to find and review methods, build algorithms, or develop programs even if he or she has no prior knowledge about the nature of the problem. A user needs some examples of similar tasks with good solutions. A collection of successful solutions of a problem allows use of a neural network for learning the results and applying them to solve similar problems. This approach to problem solving is both easy and comfortable.

- Pattern recognition has no easy algorithmic solution. A neural network can be comfortably engaged in the learning process to generate solutions in this area. Theoretical analysis of particular types of images (e.g., human faces) leads to conclusions for which exact algorithms are unavailable, such as those guaranteeing proper differentiation of faces of different persons and reliably recognizing the face of a specific person regardless of position, similar appearance, and other factors. It is possible to use learning neural networks on different images of the same person in different positions and also images of different persons for differentiation. These images serve as learning examples that help in the process of identification.

- Another typical area where a learning neural network can be better than a specific algorithm relates to prediction. The world today is abuzz with forecasting weather, money exchange rates, stock prices, results of medical treatments, and other items. In all prediction problems, up-to-date status and historical data are equally important. It is nearly impossible to propose a theoretical model for all nontrivial problems that can be used for algorithmic forecasting. Neural networks are effective for solving these problems too. Historical facts can serve as learning examples in these tasks. It is possible to develop many successful neural network forecasting models by using relevant history and considering only stationary processes.

- Another advantage is the realization of neural networks as specialized hardware systems. Until recently, neural network applications were based on software solutions. Users had to be involved with all steps of problem solving (i.e., neural network formation, learning, exploiting, and using computer simulation). The situation is slowly changing as hardware solutions for neural networks become available. Numerous electronic and optoelectronic systems are based on neural network structures. The hardware solutions offer high degrees of parallel processing, similar to the biological brain in which many neurons work simultaneously to activate vision, hearing, and muscle control at the same time.

Neural networks are used mostly for pattern recognition. The first known neural network called the perceptron was designed by Frank Rosenblatt and dedicated to automatic perception (recognition) of different characters. Kusakabe and colleagues (2011) discussed similar applications of neural networks on pattern recognition. Another interesting application of neural network is the automated recognition of human actions in surveillance videos (Shuiwang et al., 2013). Automatic classification of satellite images is another interesting application of neural networks (Shingha et al., 2012). Optical character recognition is perhaps the oldest and most common application.

Automatic noise recognition using neural network parameters is gaining popularity quickly (Haghmaram et al., 2012). The ability of neural networks to automatically solve recognition and
classification problems is often used in diagnostic applications. A very good overview of neural network applications is found in Gardel et al. (2012). In general, objects recognized by neural networks vary hugely (Nonaka, Tanaka, and Morita, 2012; Deng, 2013); examples are mathematical functions and nonlinear dynamic system identification. Many neural network applications are connected with computer vision and image processing.

A typical example of such research related to medical applications is described in a paper by Xie and Bovik (2013). Another example of medical image processing by means of neural networks can be found in a paper by Wolfer (2012). Neural networks are used for many nonmedical types of analyses. Latini et al. (2012) demonstrated the application of neural networks to satellite image processing for geoscience purposes.

As noted above, forecasting is another typical application for neural networks. Samet et al. (2012) used artificial neural networks for prediction of electrical arc furnace reactive power to improve compensator performance. Liu et al. (2012) used neural-based forecasting to predict wind power plant generation. Thousands of examples of neural network applications exist. Many can be found by using Internet search engines. The important point is that neural networks have proven to be useful tools in many areas of scientific and professional activities. For that reason, it is useful to understand their structures, operation characteristics, and practical uses.

1.10 Neural Networks as Replacements for Traditional Computers

Based on the previous section, neural networks have many uses and can solve various types of problems. Does that mean we should give up our “classical” computers and use networks to solve all computational problems? Although networks are “fashionable” and useful, they present several serious limitations that will be discussed in the following chapters. Readers will also learn about network structures, methods of learning to use networks, and applications to specific tasks. Certain tasks cannot be handled by neural networks.

The first category of tasks not suitable for neural networks involves symbol manipulation. Neural networks find any information processing task involving symbols extremely difficult to handle and thus should not be used for elements based on symbol processing. In summary, it makes no sense to create a text editor or algebraic expression processor based on a neural network.

The next class of problems not suitable for a neural network involves calculations that require highly precise numerical results. The network always works qualitatively and thus the results generated are always approximate. The precision of such approximations is satisfactory for many applications (e.g., signal processing, picture analysis, speech recognition, prognosis, quotation predictions, robot controls, and other approximations). However, it is absolutely impossible to use neural networks for bank account services or precise engineering calculations.

Another situation in which a neural network will not produce effective results is a task that requires many stages of reasoning (e.g., deciding the authenticity or falseness of sequences of logical statements). A network solves a specific type of problem and generates an immediate result. If, however, a problem requires argumentation involving many steps and documentation of the results, an artificial network is useless. Attempts to use networks to solve problems beyond their capability leads to frustrating failures.
1.11 Working with Neural Networks

Readers should not jump to conclusions about the limitations of neural networks based on the statements above. A neural network alone cannot make symbolic calculations, but it can support systems that operate on symbols by handling functions symbol-based systems cannot handle alone. Good examples of such networks include those designed by Teuvo Kohonen, the classical NetTALK products, and the invention of Terrence Sejnowski that changes orthographic text into a phonemic symbol sequence used to control speech synthesizers.

While neural networks are not useful for terminals used to process customer transactions in banks, they are very effective for dealing with debtor credibility issues and establishing conditions for negotiating contracts. In summary, the neural network is useful for many applications in many fields worldwide. Its possibilities are simply not as universal as those of the classical computer.

Enthusiasts can easily list the results generated by neural networks that turned out to be far superior to those solved by classical computers. Proponents of classical computing, on the other hand, can easily show that the results produced by neural networks were incorrect. Both groups are correct—in a way. We shall try to explain both sides of this argument to find the truth in the following chapters by describing the teaching techniques of neural networks, various types of learning methods, simple programs, and ample illustrations that we hope will enable readers to make their own judgments.

In this chapter, we explained the genesis and benefits of neural networks in an effort to foster reader interest in such devices. In the following chapters, we treat neural networks as devices to help achieve practical goals (e.g., obtaining favorable stock market projections). We will show you how interesting the networks are because their designs are based on the structure and functioning of the live brain.

We will also describe significant successes that may be achieved by engineers, economists, geologists, and medical practitioners who use artificial networks to improve efficiency in their respective fields. We will also discuss the studies of the human brain that led to the invention of artificial neural networks as self-educating systems. In each chapter, the most important theoretical information is clearly categorized by descriptive headings. This enables readers to read or skip the important but less colorful mathematical techniques.

By accessing our programs on the Internet (http://home.agh.edu.pl/~tad/index.php?page=programy&lang=en), you will be both a witness and an active participant in unique experiments that will provide even more understanding of neural networks and the functioning of your own brain—a mysterious structure abounding in various capabilities that Shakespeare (1603) described as “a fragile house of soul.”

Do you know why it is worthwhile to study neural networks? If the answer is yes, we invite you to read the remaining chapters! This book is current and exhaustive. We did our best to include the most important and up-to-date information about neural networks. We did not, however, cover the small but onerous details in which each branch of calculation technology abounds and are usually expressed as mathematical formulae. We decided to treat seriously the principle written on the cover of Stephen Hawking’s *A Brief History of Time* (1988, 1996). Hawking wrote that each equation included in his text diminished the number of readers by half.

It is important to us that this book appeals to a large audience, among whom are readers who will find neural networks amazing and useful devices. Therefore, we are not going to include even a single equation in the text of this book. Even one reader discouraged by the inclusion of equations represents a heavy loss.
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Chapter 2

Neural Net Structure

2.1 Building Neural Nets

Who has not started to explore the world by breaking an alarm clock into pieces or smashing a tape recorder just to find out what was inside? Before we explain how a network works and how to use it, we will try to precisely and simply describe how one is built. As you know from the previous chapter, a neural network is a system that makes specific calculations based on simultaneous activities of many connected elements called neurons. The network structure was first observed in biological nervous systems, for example, in the human cerebellum depicted in Figure 2.1.

Neural networks are also built from a lot of neurons, but they are artificial—far more simple than the biological neurons and connected in a less complicated (more primitive) way. The artificial neural network model of a real nervous system structure would appear unclear and difficult to control. Figure 2.2 shows how an artificial neural net based on the identical structure scheme of a real nervous system. You can see that the structure does not appear easy to study; the structure is very complex, like a forest.

Artificial neural nets are built so that their structures may be traced easily, and production and use are economical. In general, the structures should be flat (not three-dimensional) and regular, with layers of neurons having well-defined objectives and linked according to simple (but wasteful) requirement to connect “everyone with everyone.” Figure 2.3 illustrates a common neural net [general regression neural network (GRNN) type]. Its structure is rational and simple in comparison to a biological network. We shall discuss three factors that influence neural networks properties and possibilities:

1. The elements used to build a network (how artificial neurons look and work)
2. How the elements are connected with each other
3. Establishing the parameters of a network by its learning process
2.2 Constructing Artificial Neurons

The basic building materials we use to create a neural network are artificial neurons and we must learn about them precisely. In the previous section, we illustrated biological neurons. Figure 2.4 is a simplified depiction of a neuron. To make the point that not all neurons look exactly like that, Figure 2.5 shows a biological neuron dissected from rat cerebral cortex.

It is hard to distinguish between an axon that delivers signals from a specific neuron to all the others, and a dendrite that serves another purpose from the maze of fibers in the figure. Nevertheless, the figure portrays a real biological neuron that resembles the artificial neuron
presented in Figure 2.6. A comparison of Figures 2.4 through 2.6 will demonstrate the degree to which neural network researchers simplified biological reality.

However, despite the simplifications, artificial neurons have all the features required from the view of tasks they are supposed to carry out. Let us look at some common features of artificial neurons.

They are characterized by many inputs and a single output. The input signals $x_i$ ($i = 1, 2, \ldots, n$) and the output signal $y$ may take on only numerical values, generally ranging from 0 to 1 or from $-1$ to $+1$). The fact that the tasks to be solved contain information (e.g., the output of a decision to recognize an individual after analyzing a photo) is the result of a specific agreement. Generally each input and output is associated with a specific meaning of a signal. Additionally, signal scaling is used, so that the selected signal values within a network would not be out of an agreed range (e.g., from 0 to 1).

![Figure 2.3 Common neural net (GRNN type).](http://cdn.thetechjournal.com/wp-content/uploads/HLIC/8905aee6a649af86842510c9cb0fc5bd.jpg)

![Figure 2.4 Structure of a biological nerve cell (neuron).](http://cdn.thetechjournal.com/wp-content/uploads/HLIC/8905aee6a649af86842510c9cb0fc5bd.jpg)
Artificial neurons perform specific activities on input signals, and consequently produce output signals (only one by a single neuron) meant for forwarding to other neurons or onto the network’s output. Network assignment, reduced to the functioning of its basic neuron element, is based on the fact that it transforms an input data $x_i$ into a result $y$ by applying rules that are both learned and assigned at the time of network creation. Figure 2.7 illustrates these neuron properties.
Neural Net Structure

Neurons have the ability to learn via coefficients called synaptic weights (Figure 2.8). As noted in Chapter 1, artificial neurons reflect the complex biochemical and bioelectric processes that take place in real biological neuron synapses. The synaptic weights that constitute the basis of teaching a network can be modified (i.e., their values can be changed). Adding adjustable weight coefficients to a neuron structure makes it a learnable unit. Artificial neurons can be treated as elementary processors with specific features described below.

Each neuron receives many input signals $x_i$ and on the basis of the inputs, determines its answer $y$ with a single output signal. A weight parameter called $w_i$ is connected to separate neuron inputs. It expresses a degree of significance of information arriving to a neuron using a specific input $x_i$.

A signal arriving via a particular input is first modified with the use of the weight of the input. Most often a modification is based on the fact that a signal is simply multiplied through the weight of a given input. Consequently, in further calculations, the signal participates in a modified form. It is strengthened (if the weight exceeds 1) or restrained (if the weight value is less than 1). A signal from a particular input may occur even in the form opposite signals from the other inputs if its weight has a negative value. Inputs with negative weights are defined by neural network users as inhibitory inputs; those with positive weights are called excitatory inputs.

Input signals (modified by adequate weights) are aggregated in a neuron (see Figure 2.9). Networks utilize many methods of input signal aggregation. In general, aggregation involves simply adding the input signals to determine internal signals. This is referred as cumulative neuron stimulation or postsynaptic stimulation. This signal may be also defined as a net value.

Sometimes a neuron adds an extra component independent of input signals to the created sum of signals. This is called bias and it also undergoes a learning process. Thus, a bias can be considered an extra synaptic weight associated with inputs and it is provided an internal signal of constant value equal to one. A bias helps in the formation of a neuron’s properties during the learning phase since the aggregation function characteristics need not pass through the beginning of the coordinate system. Figure 2.10 depicts a neuron with a bias.

A sum of internal signals multiplied by weights plus (possibly) a bias may be sometimes sent directly to its axon and treated as a neuron’s output signal. This works well for linear systems

Figure 2.8 Neuron with weighted coefficient.

Figure 2.9 Aggregation of input data is the first internal function of a neuron.
such as adaptive linear (ADALINE) networks. However, in a network with richer abilities such as the multilayer perceptron (MLP), a neuron’s output signal is calculated by means of some nonlinear function. Throughout this book, we shall use the symbol $f()$ or $\phi()$ to represent this function. Figure 2.11 depicts a neuron including both input signal aggregation and output signal generation.

Function $\phi()$ is called a characteristic of a neuron (transfer function). Figure 2.12 illustrates various characteristics of neurons. Some of them are chosen in such a way that an artificial neuron’s behavior would be the most similar to a real biological neuron’s behavior (a sigmoid function), but characteristics also could be selected in a manner that would ensure the maximum efficiency of computations carried on by a neural network (Gauss function). In all cases, function $\phi()$ constitutes an important element between a joint stimulation of a neuron and its output signal.

A knowledge of the input signals, weight coefficients, input aggregation method, and neuron characteristics allowed to unequivocally define the output signal at any time usually assumes

$$s = g(w_i, x_i)$$

$$y = f(s)$$
that the process occurs immediately, contrary to what happens in biological neurons. This helps the artificial neural networks reflect changes in input signals immediately at the output. Of course, this is a clearly theoretical assumption. After input signals change, even in electronic realizations, some time is needed to establish the correct value of an output signal by an adequate integrated circuit.

Much more time would be necessary to achieve the same effect in a simulation run because a computer imitating network activities must calculate all values of all signals on all outputs of all neurons of a network. That would require a lot of time even on a very fast computer. We will not pay attention to neuron reaction time in discussions of network functioning because the reaction time is an insignificant factor in this context. Figure 2.13 presents a complete structure of a single neuron.

The neuron presented in this figure is the most typical “material” used to create a network. More precisely, such typical network material constitutes neurons defined as multilayer perceptrons (MLPs). The most crucial elements of the material are presented in Figure 2.14. Note that the MLP neuron is characterized by the aggregation function consisting of simple summing of input signals multiplied by weights and uses a nonlinear transfer function with a distinctive sigmoid shape.

Radial neurons are sometimes used for special purposes. They involve an atypical method of input data aggregation, use a specific (Gaussian) characteristic, and are taught in an unusual manner. We will not go into elaborate details about these specific neurons that are used mainly to create special networks called radial basis functions (RBFs). Figure 2.15 shows a radial neuron to allow a comparison with the typical neuron shown in Figure 2.14.

2.3 Attempts to Model Biological Neurons

All artificial sigmoid and radial neurons described in this chapter and elsewhere in this book are simplified models of real biological neurons, as noted earlier. Now let us see the true extent of simplification of artificial neurons in reality. We shall use the example of research of Goddard et al. (2001) to illustrate this point.

![Figure 2.13 Structure of a neuron as a processor—the basis for building neural networks.](image)

![Figure 2.14 Most common neural network component: the MLP neuron.](image)
For many years, de Schutter tried to model in detail the structure and working of a single neuron known as the Purkinje cell. His model utilized electric systems that, according to Hodgkin and Huxley (Nobel Prize in 1963), modeled bioelectrical activities of individual fibers (dendrites and axons) and cell membranes of neuron soma. He was successful in generating with extraordinary accuracy the shape of a real Purkinje cell after considering Neher’s and Sakamann’s research (Nobel Prize in 1991) on the functioning of so-called ion channels.

The modeled cell structure and replacement circuit used in Goddard et al. (2001) model are shown in Figure 2.16. The model turned out to be very complicated and involved costly calculations. For example, it required 1,600 so-called compartments (cell fragments treated as homogeneous parts containing specific substances in specific concentrations), 8,021 models of ion channels, 10 different complicated mathematical descriptions of ion channels dependent on voltage, 32,000 differential equations, 19,200 parameters to estimate when tuning the model, and a precise description of the cell morphology based on precise microscopic images.

It is no surprise that many hours of continuous work on a large supercomputer were needed to simulate several seconds of “life” of such a nerve cell. Despite this issue, the results of the modeling are very impressive. One result is presented in Figure 2.17.

The results of these experiments are unambiguous. This attempt at faithful modeling of the structure and action of a real biological neuron was successful but simply too expensive for creating practical neural networks for widespread use.

Since then, researchers used only simplified models. Despite the extent of simplification they represent, we know that neural networks can solve certain problems effectively and even allow us to draw interesting conclusions about the behavior of human brain.

2.4 How Artificial Neural Networks Work

From the earlier description of neural networks, it follows that each neuron possesses a specific internal memory (represented by the values of current weights and bias) and certain abilities to convert input signals into output signals. Although these abilities are rather limited (a neuron is a low-cost processor within a system consisting of thousands of such elements),
neural networks are valuable components of systems that perform very complex data processing tasks.

As a result of the limited amount of information gathered by a single neuron and its poor computing capabilities, a neural network usually consists of several neurons that act only as a whole. Thus, all the capabilities and properties of neural networks noted earlier result from collective performances of many connected elements that constitute the whole network. This specialty of computer science is known as massive parallel processing (MPP).

Let us now look at the operational details of a neural network. It is clear from the above discussion that the network program, the information constituting the knowledge database, the data calculated, and the calculation process are all completely distributed. It is not possible to point to an area where specific information is stored even though neural networks may function as memories, especially as so-called associative memories and have shown impressive performance. It is also impossible to relate certain areas of a network to a selected part of the algorithm used, for example, to indicate which network elements are responsible for initial processing and analysis of input data and which elements produce final network results.

We will now analyze how a neural network works and what roles the single elements play in the whole operation. We assume that all network weights are already determined (i.e., the teaching process has been accomplished). Teaching a network is a vital and complex process that will be covered in subsequent chapters. We will start this analysis from the point where a new task is presented to a network. The task is represented by a number of input signals appearing at all input
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ports. In Figure 2.18, these signals are represented by red (tone) dots. The input signals reach the neurons in the input layer. These neurons usually do not process the signals; they only distribute them to the neurons in the hidden layer (Figure 2.19).

Note that the distinct nature of the input layer neurons that only distribute signals rather than process them is generally presented graphically by various types of symbols (e.g., a triangle instead of a square).

The next stage involves activation of the neurons in the hidden layer. These neurons use their weights (hence utilizing the data they contain) first to modify the input signals, aggregate them, and then, accordingly to their characteristics (shown in Figure 2.20 as sigmoid functions), calculate the output signals that are directed to the neurons in the output layer.

This stage of data processing is crucial for neural networks. Even though the hidden layer is invisible outside the network (its signals cannot be registered at the input or output ports), this layer is where most of the task solving is performed. Most of the network connections and their weights are located between the input and the hidden layers. We can say that most of the data gathered in the teaching process is located in this layer.

The signals produced by the hidden layer neurons do not have direct interpretations, unlike input or output signals—every single signal has a meaning for the task being solved. However, using a manufacturing process analogy, the hidden layer neurons produce semiproducts, that is, signals characterizing the task in such a way that it is relatively easy to use them...
Figure 2.18  Neural network starts working when signals carrying a new task appear at input ports.

Figure 2.19  Unprocessed input signals are sent to all neurons in a hidden layer.
later to assemble the final product (the final solution determined by output layer neurons; see Figure 2.20).

Following the performance of the network at the final stage of task solving, we can see that the output layer neurons take advantage of their abilities to aggregate signals and their characteristics to build the final solution at the network output ports (Figure 2.21). In summary, a network always works as a whole and all its elements contribute to performing all the tasks of the network. The process is similar to a hologram reproduction where one can reproduce a complete picture of a photographed object from pieces of a broken photographic plate.

One of the advantages of network performance is its unbelievable ability to work properly even after a failure of a significant portion of its elements. Frank Rosenblatt, a neural network researcher, taught his networks certain abilities (such as letter recognition) and then tested them as he damaged more and more of their elements. The networks were special electronic circuits. Rosenblatt could damage a significant part of a network and it would continue to perform properly (Figure 2.22). Failure of a higher number of neurons and connections would deteriorate the quality of performance in that the damaged part of the network would make more mistakes (e.g., recognize O as D) but it would not fail to work.

Compare this behavior to the fact that the failure of a single element of a modern electronic device such as a computer or television can cause it to stop working. Thousands of neurons within a human brain die every day for many reasons, but our brains continue to work unfailingly throughout our lives. Details of this fascinating property of the neural network are described in a paper by Tadeusiewicz et al. (2011).
2.5 Impact of Neural Network Structure on Capabilities

Let us consider now the relationship between the structure of a neural network and the tasks it can perform. We already know that the neurons described previously are used to create networks. A network structure is created by connecting outputs of neurons with inputs of other neurons based on a chosen design. The result is a system capable of parallel and fully concurrent processing of diverse information.

Considering all these factors, we usually choose layer-structured networks and connections between the layers are made on a one-to-one basis. Obviously the specific topology of a network (the numbers of neurons in layers) should be based on the types of tasks the network is to perform.
In theory the rule is simple: the more complicated the task, the more neurons in a network are needed to solve it. A network with more neurons is simply more intelligent. In practice, however, this concept is not as unequivocal as it appears.

The vast literature about neural networks contains numerous works proving that the decisions related to a network’s structure affect its behavior far less than expected. This paradoxical statement derives from the fact that behavior of a network is determined fundamentally by the network teaching process and not by its structure or number of elements it contains. This means that a well-taught network that has a questionable structure can solve tasks more efficiently than a badly trained network with an optimal structure. Many experiments were performed on network structures created by randomly deciding which elements to connect in what way. Despite their casual designs, the networks were capable of solving complex tasks.

Let us take a closer look at the consequences of the statement about random design because they are interesting and important. If a randomly designed network can achieve correct results despite its structure, its teaching process allowed it to adjust its parameters to operate as required based on a chosen algorithm. This means the system will run correctly despite its fully randomized structure. These experiments were first performed in the early 1970s by Frank Rosenblatt. The researcher rolled dice or drew lots and, depending on the results, connected certain elements of a network together. The resulting structure was completely chaotic (Figure 2.23). After teaching, the network could solve tasks effectively.

Rosenblatt’s reports of his experiments were so astonishing that scientists did not believe his results were possible until the experiments were repeated. The systems similar to the perceptron built by Rosenblatt were developed and studied around the world (Hamill et al., 1981). Such networks with random connections could always learn to solve tasks correctly; however, the teaching process for a random network is more complex and time consuming compared to teaching a network whose structure relates reasonably to the task to be solved.

It is interesting that philosophers were also interested in Rosenblatt’s results. They claimed that the results proved a theory proclaimed by Aristotle and later extended by Locke. The philosophical concept is *tabula rasa*. The mind is considered a blank page that is filled in by learning and
life experience. Rosenblatt proved that this concept is technically possible, at least in the form of a neural network. Another issue is whether the concept works for all humans. Locke claimed that inborn abilities amounted to nothing and gained knowledge was everything.

We cannot comment on Locke’s statement but we certainly know that neural networks gain all their knowledge only by learning adjusted to the task structure. Of course, the network structure must be complex enough to allow “crystallization” of the needed connections and structures. A network that is too small will never learn anything because its “intellectual potential” would be inadequate.

The important issue is the number of elements, not the structure design. For example, no one teaches relativity theory to a rat although a rat may be trained to find its way through complicated labyrinths. Similarly, no human is programmed at birth to be a surgeon, an architect, or a laborer. Careers and jobs are choices. No statements about equality will change the fact that some individuals have remarkable intellectual resources and some do not.

We can apply this idea to network design. We cannot construct a network with inborn abilities although it is easy to create a cybernetic moron that has too few neurons to learn. A network can perform widely diverse and complex tasks if it is big enough. Although it seems that a network cannot be too large, size can create complications as we will see in Section 2.13.

2.6 Choosing Neural Network Structures Wisely

Despite studies indicating that a randomly constructed network can solve a problem, a formalized neural structure is obviously more desirable. A reasonably designed structure that fits the problem requirements at the beginning can significantly shorten learning time and improve results. That is why we want to present some information about construction of neural networks even though it may not provide solutions for all kinds of construction problems.

Choosing a solution to a construction problem without sufficient information is very difficult if not impossible. Placing a neural network constructor in a situation that allows it to adopt any structure freely is similar to the problem of the abecedarian computer engineer who is confused by the “press any key” system message. Which key? You may laugh about that but we hear a similar question from our graduate students: what is “any structure” of a neural network?

We must note a few facts about common neural network structures. Not all aspects of all structures are completely understood. Designing a neural network requires both cerebral hemispheres to deal with the logical and creative issues. We start by classifying commonly used neural network structures into two major classes: neural networks with and without feedback. Neural networks without feedback are often called feed-forward types. Networks in which signals can circuit for unlimited time are called recurrent.

The feed-forward networks follow a strictly determined direction of signal propagation. Signals go from defined input, where data relevant to the problem arrives in the neural network, to output where the network produces a result (Figure 2.24). These types of networks are the most common and useful. We will talk about them later in this chapter and elsewhere in this book.

The recurrent networks are characterized by feedback (Figure 2.25). Signals can circuit between neurons for a very long time before they reach a fixed state. In some cases, these networks do not produce fixed states. In Figure 2.25, the connections presented as red (outer) arrows are feedbacks so the network depicted is recurrent.

Recurrent network properties and abilities are more complex than feed-forward networks. Furthermore, their computational potentials are astonishingly different from those of other types of neural networks. For instance, they can solve optimization problems. They can search for best
possible solutions—a task that is almost impossible for feed-forward networks. Among all recurrent networks, a special place belongs to those named after John Hopfield. In Hopfield networks, the one and only type of connection between neurons is feedback (Figure 2.26).

Some time ago, the solution of the famous traveling salesman problem by a Hopfield network was a global sensation. Given a set of cities and the distance between each possible pair, the traveling salesman problem is to find the best possible way of visiting all the cities exactly once and returning to the starting point. A solution of this problem using neural networks was presented for the first time in a paper by Hopfield and Tank (1985). Afterward, the problem has been discussed
many times in numerous papers (e.g., Gee and Prager, 1995). One recently published paper about using neural networks for solving the traveling salesman problem was authored by Wang, Zhang, and Creput (2013). The event opened a path for Hopfield networks to manage the important NP-complete (nondeterministic polynomial time) class of computational problems, but this is something we will discuss later. Despite this sensational breakthrough, Hopfield networks did not become as popular as other types of neural networks, so we will cover them in Chapter 11.

Building a neural network with feedbacks is far more difficult than constructing a feed-forward net. Controlling a network involving multiple simultaneous dynamic processes is also much more difficult than controlling a network where signals uniformly go from input to output. For this reason, we will start with one-directional signal flow networks and then progress to recurrent nets.

If we focus on feed-forward networks, the best and most common way to characterize their structure is a layer model in which we assume that neurons are clustered in sets called layers. Major interlinks exist between neurons in adjacent layers. This kind of structure is mentioned early in the chapter, but is worth another look (Figure 2.27).

As noted earlier, links between neurons from adjacent layers may be constructed in many different ways but the most common configuration is all-to-all linkage. The learning process will cut off unneeded connections automatically by setting their coefficients (weights) to zero.

![Hopfield neural network](image1)

Figure 2.26 Hopfield neural network. All connections are of feedback type.

![Layered structure of simplest neural network](image2)

Figure 2.27 Layered structure of simplest neural network.
2.7 “Feeding” Neural Networks: Input Layers

Among all layers that constitute a neural net, we begin with the input layer whose purpose is to collect and convert data outside the network (tasks to be completed, problems to be solved) to inputs. The input layer decision is fairly easy. The number of elements in the layer is determined strictly by the amount of incoming data to be analyzed for a specific task or problem. However, sometimes decisions about which and how many data should be fed to a neural net become quite complex.

Assume, for example, that we want to predict how stock indices will behave. It is well known that some researchers achieve encouraging results that surely produce increased income for those willing to take risks by selling or buying stocks based on outputs produced by neural nets. However, publications revealing data used as inputs are harder to find. Neural nets are applied after they master learning routines.

Users receive outputs in the forms of colorful graphs showing how well the stocks performed. Inputs are described vaguely, for example, “The network utilized information about earlier stock returns and financial analysis documentation.” Obviously, preparation and results are explained, but the actual operation of such networks remains an interesting secret.

Another important yet subtle issue is that numeric inputs and outputs are usually limited. Most implementations assume all neuron inputs to be digits from 0 to 1 (or better, from –1 to +1). If we require results outside that range, we need scaling (Figure 2.28).

The problem with scaling inputs is actually less important than dealing with results as shown in the next section. Inputs may be assigned any signal with any value. However, outputs are defined by neuron characteristics. Neurons can produce only signals for which they are programmed. To preserve unitary interpretation of all signals in a neural network and assign importance weights, we usually scale output data. Scaling also aids normalization of input variables.

It is difficult to guarantee network equivalency of input signals. The main problem is that the values of some important variables are naturally very small, whereas other less important variables produce high values. Inputs of a neural net used by a doctor to help diagnose patients could be

![Figure 2.28 Scaling of original input signal for proper representation in a neural network.](image-url)
levels of erythrocytes (red blood cells) and body temperature. Both variables are equally important to the network although the doctor may be influenced by one value or the other. However, human body temperature is generally a low number (36.6 degrees Celsius for a healthy man) and even its slight changes up or down may indicate serious health issues.

The number of red blood cells is normally about 5 million. A difference of a million cells is not a cause for alarm. Remember scaling? A neuron seeing two inputs at different levels would ignore the difference. Normalization or scaling allows us to treat every input according to its importance defined by the neural net creator rather than its numerical value.

2.8 Nature of Data: The Home of the Cow

The next problem is more difficult. Data provided to a neural network or generated by it as a result of solving a problem may not always be numerical nature. Not everything in our world can be measured and described numerically. Many data to be used as inputs into or outputs from a neural network have a qualitative, descriptive, or nominal nature. This means that their values are represented by names instead of numbers. As an example, assume your task is to design a neural network to distinguish whether certain animals may or may not be dangerous to humans. (We have published similar problems on the Internet.)

The task needs inputs, for example, the part of the world where the animal lives. If an animal is big, has horns, and gives milk, it is probably a cow. What determines whether it is dangerous is the continent where it lives. European and Asian cows are calm and mellow as a rule. Some American cows reared on open pastures are dangerous. Therefore, to decide whether an animal is or is not dangerous, the task involves a variable that indicates an animal’s origin. However, how do we distinguish Asia from America as inputs of a neural network?

A solution for the input problem is use of a representation called one of $N$ where $N$ denotes the number of different possible values (names) that the nominal variable may adopt. Figure 2.29 shows a coding system for the one of $N$ method in which $N = 3$. The principle is simple and involves using for every nominal variable as many neurons in an input layer as different values of a specific variable may adopt (which is simply $N$). If, for example, we assume that an animal may come only from Asia, America, or Europe, we must designate a set of three neurons to represent the origin variable. We then we want to inform a network that in this case one origin variable is

![Figure 2.29 Nominal input data coding method.](image-url)
the America name. We assign a signal of value 0 to the first input, 1 to the second input, and 0 again to the third input.

You may ask: why complicate things? Perhaps a better idea is to code Asia as 1, America as 2, and Europe as 3, then assign the values to one input of the network. If the signal on the input assumes values ranging from 0 to 1, let Asia be 0, America be 0.5, and Europe be 1. Why has no one thought of this earlier?

The hypothetical solution proposed above is unsatisfactory. Neural networks are very weak in the area of analyzing values shown to them. If you adopt the 1, 2, 3 coding system, a neural network in the learning phase will assume Europe is three times more valuable or larger than Asia and that is nonsensical. Even worse will be the application of scaling to the problem. That will indicate that America can be converted to Europe (by multiplying by 2) and Asia cannot be converted because 0 multiplied by any number always totals 0.

In brief, all nominal values have to be represented with the one of $N$ technique even though this will increase the number of inputs, connections, and layers of a network. Of course this is inconvenient, because every connection in a network is related to a weight coefficient whose value must be determined in the course of teaching. Additional inputs and connections require more teaching. In spite of this inconvenience, no better solution exists at present. A designer must multiply inputs related to every nominal variable by using the one of $N$ schema until a better method is devised.

One more point must be considered: an exception to the one of $N$ rule that arises when $N = 2$. One binary nominal variable may be gender for which we can code male = 0, female = 1 or vice versa, and a network will cope with it. However, this kind of binary data is the exception that proves the rule that nominal data should be coded by the one of $N$ method.

2.9 Interpreting Answers Generated by Networks: Output Layers

The second component we will discuss in this chapter is the output layer that generates the solutions to the problem considered. The solutions take the form of output signals from the network. Thus, their interpretation is vital because we must understand what the network wants to tell us.

Determining the number of exit neurons is simpler than deciding the number of entrance signals because we usually know how many and what kinds of solutions we need. Thus we have no need to deal with the steps of adding or dropping signals required for designing input layers. Coding procedures are similar for both the input and output layers. The numerical variables should be scaled to allow the neurons at the output layer to produce a number that represents the correct solution to a problem. The nominal values to be presented as outputs should follow the one from $N$ method. However, a few typical problems arise in the output layer, as discussed below.

The first problem arises directly from use of the one from $N$ method. Recall that the signal with maximum value (usually 1) in this method can have only one neuron on exit—a name represented as a value of a nominal variable. All remaining neurons representing one variable group should have values equal to zero. This ideal situation in which the nominal variable at the output layer is correctly indicated is shown in Figure 2.30. The convention used is that the network is (in some sense) a reversal of the task in Figure 2.29. In that case, the input requirement was the name of the continent where the classified animal lives as the first step in determining whether the animal is dangerous. An animal entry must indicate the continent where it lives.
The situation shown in Figure 2.30 is theoretical; it could happen in practice only as a result of a favorable coincidence. In practice, considering the limited precision of computations performed by networks (discussed below), neuron outputs often include a nominal variable with non-zero signals as shown Figure 2.31. What should we do about this?

To obtain clear and unequivocal answers in such situations, some additional criteria may be useful in working with network outputs. These additional criteria for post-processing of results are known as the threshold of acceptance and threshold of rejection. The exit signals computed by the neurons belonging to output layer of the network are, according to this concept, quantified by comparison of their current values with thresholds as shown in Figure 2.32.
The values of the threshold of acceptance and threshold of rejection parameters can be chosen to meet user needs. Experience shows that it is better to set high requirements for a network without trying by force to determine unequivocal values of exit variable nominals, for example, in situations of low clarity as in Figure 2.33. It is also wise to admit that a network is not able to achieve an unequivocal classification of the input signal than to accept a network decision that is probably false.

### 2.10 Preferred Result: Number or Decision?

While using a neural network, we must remember that results returned by the network even if they are numeric values (that may be subject to appropriate scaling) are always approximate. The quality of the approximation can vary, but significant figures should be accurate.

Accuracy is good if a product returned by a neuron has accuracy higher than two significant figures, which also means that the fault can reach several percent. That is the nature of the tool. Awareness of such limitations dictates an appropriate interpretation of the output signals so that they can be useful and also induces thinking about which neural calculations model should be used. Generally, neural networks can form regressive and classification models. In a regressive model, the output of the network must generate a specific numeric value that represents a solution of the problem. Figure 2.34 presents an interpretation of such a model.

\[ Y = NN(X_1, X_2, ..., X_N) \]

- **Y** – numeric value
- **Xi** – numeric or nominal values

**Example:**

Apartment price estimation

**Figure 2.34** Example of a neural network regressive model.
In Figure 2.34, the task of the neural network is to estimate the price of an apartment. At the input, we load data that can be numeric values (e.g., area in square meters) and data that are nominal (e.g., whether an apartment has an assigned garage). Conversely, we expect the output to be a numeric value indicating the amount that may be gained from a sale. As all apartment buyers and sellers know, a market price depends on many factors. No one can present strict economic rules for predicting absolutely accurate apartment prices. Accurate prediction is seemingly impossible because price is determined by a combination of market factors, decisions made by buyers and sellers, and timing. Still it appears that a neural network after long training (based on historical buy and sell transaction data) can form a regressive model of the problem so efficient that real prices for successive transactions may differ from predicted prices by only a few percentage points.

The alternative classification model requires information for classifying an object described by input data to one of the predefined classes. Of course, in this type of problem, a nominal output variable will be assigned (Figure 2.35). The example in the figure concerns the classification of individuals of companies seeking bank loans. Potential borrowers must be classified by a bank worker in one of two categories:

1. Clients who are trustworthy and reliable, who will repay loans with interest and thus generate bank profits.
2. Fraudulent applicants and potential bankrupts who will not repay their loans, thus exposing the bank to losses.

How can one distinguish one category from the other? While no strict rules or algorithms exist for this question, a correct answer can be provided by a neural network taught with historical data. Banks grant many loans and compile complete data on clients who have and have not repaid their loans and thus have a lot of relevant history information.

Years of experiences in neural network exploitations proved that it is most convenient to interpret the tasks given to a neuron network computer in a way that would allow answers utilizing the classification model. For example, we can specify that a network will state the profitability of an investment as low, average, or high or classify as borrower as reliable, risky, or totally unreliable. However, demanding that a network estimate the amount of profit, determine a risk level, or limit

**Example:**
Granting of loans

\[ Y = \text{NN}(X_1, X_2, ..., X_N) \]

- \( Y \) = nominal value (decision)
- \( X_i \) = numeric or nominal values

**Figure 2.35** Example of a neural network classification model.
the amount loaned to a customer will inevitably lead to frustration because in general a neural network cannot perform these tasks. That is why the number of the outputs of a network usually exceeds the number of questions posed. This happens because we must add a few artificial neurons to service all output signals to allow the predicted range of output signal values to be divided into certain distinct subranges essential for the user. We should not force a network to return a specific “guessed” value as an output. Instead, each output neuron is responsible for signalizing a certain answer within a specific range and usually that is all we need.

Such classification networks are easy to build and teach. Constructing a neural network intended to “squeeze out” specific answers to mathematical problems is time consuming and yields minimal practical application. These issues are illustrated by Figure 2.36, which presents a “classic” neural network problem: prediction of currency rates.

Currency rate estimation is one of many problems that require the creator of a neural network to choose between regressive and classification models. As shown in Figure 2.36, the problem can be solved in two ways: A designer can build a prognostic model that attempts to determine how many euros a dollar will be worth tomorrow or he or she can be satisfied with a model that will only indicate whether the exchange rate will rise or fall tomorrow. The second task is far easier for a network to solve and the prediction of exchange rate rise or fall can be useful for an individual who wants to exchange currency before traveling abroad.

2.11 Network Choices: One Network with Multiple Outputs versus Multiple Networks with Single Outputs

Another issue related to the design of output layers of neural networks can be solved in two different ways. It is possible to create a network producing any number of outputs to generate sufficient data to solve a problem. Increasing outputs is not always an optimal solution because the teaching of a multiple-output network, while estimating weight values, requires specific compromises that always have negative effects on results.

One example of such a compromise is deciding the role of a neuron in the calculation of the values of several output neurons that receive output signals from neurons while setting a problem for a specific neuron of the hidden layer. It is possible that the role of a given hidden neuron,
optimal from the view of generating one output signal from an entire network, will be significantly different from its optimal role for another output.

In such cases, the teaching process will change the weight values in this hidden neuron by adapting it each time to a different role. This will necessitate more teaching that may not be completely successful. That is why it is better to divide a complex problem into smaller subproblems. Instead of designing one network to generate multiple outputs, it is more useful to build several networks that will use the same set of input data but contain separate hidden layers and produce single outputs.

The rule suggested in Figure 2.37 cannot be treated as dogma because some multiple-output networks learn better than those with single outputs. This paradox may not have to be solved. The potential “conflict” (described above) connected to functioning of the hidden neurons and assignment of their roles for calculating several different output values may never occur.

On the contrary, during the teaching process a designer can sometimes observe a specific synergy in setting the parameters of a hidden neuron that are optimal from the view of the “interests” of several output layer neurons. One can achieve success faster and more efficiently with multiple-output networks than with individual networks tuned for each separate output signal.

To decide which solution works best, we recommend testing them both, then making a choice. Our observations, based on experience in building hundreds of networks for various uses and years of examining works by our students, shows that significantly more often a collection of single-output networks is an optimal solution although biological neural networks are more often organized as multi-output aggregates.

Figure 2.37  Comparison of one network with two outputs and two separate networks.

Let’s consider a network with two outputs: A and B.

For one network with two outputs, neurons belonging to hidden layer must be collected containing knowledge necessary for calculating values for both outputs: A and B.

Sometimes it can be profitable, especially when there is synergy between the outputs. While working on output A we simultaneously collect knowledge useful when calculating values on output B.

However when collecting hidden layer values useful for calculating A, we break values necessary for B calculation and vice versa.
You already know that every feed-forward network requires at least one input layer and one output layer. However, single-layered networks (see Figure 2.38) utilize only one learning layer. It is, of course, an output layer because input layers of networks do not learn. Many networks, especially those solving more complex problems, must contain additional layers connecting inputs and outputs. They are installed between input and output layers and designated hidden layers. The name sounds mysterious. For that reason we will explain in what sense these layers are hidden.

### 2.12 Hidden Layers

Hidden layers are the tools used to process input signals (received by the input layer) to the output layer in such a way to allow the required response (problem to be solved) to be found easily. Hidden layers are not utilized in every network. If they are present, they cannot be observed by users who assign tasks to a network and then make sure the network performs them correctly.

The user has no access to enter the neurons of hidden layers. He or she must use the input layer neurons to transmit signals to hidden layers. Furthermore, the user cannot access outputs. The effects of hidden layer neurons are revealed only indirectly, via the responses they produce and transmit to the output layer neurons. These layers are “hidden” in the sense that their activities are not directly visible to network users.

Although they are not accessible, these additional layers in neural networks handle a very important function. They create an additional structure that processes information. The simplest way to explain their role is to use the example of network implementation frequently used for pattern recognition tasks. A digital image is produced at the input (first) layer of the network.

The image cannot be a typical camera photo or traditional image loaded into a scanner or frame grabber. The reason is very simple. In a system fed by a simple image at the input (see Figure 2.30), the input layer neurons corresponds to the size and organization (grouping of neurons in corresponding rows and columns) of the image.

Briefly, each point of the image is assigned to the input of a neuron network that analyzes and reports its status. An image from a digital camera or scanner is a set of millions of pixels. It is impossible to build a network with millions of input neurons because it would require billions of connections (!) that would need set weight values. Such a structure is impossible. However, you can imagine a system that processes simplistic digital images consisting of small numbers of pixels arranged in the form of simple characters such as letters as inputs (Figure 2.39).
The output of the network that is expected to provide certain decisions may be organized so that the outputs of individual neurons assign certain decisions, for example, “A was diagnosed” or “B was diagnosed.” The sizes of the signals at these outputs will be interpreted in terms of the degree of certainty of the decision. Note that it is therefore possible for a network to generate ambiguous responses (“x is related to A to the extent of 0.7 and to B to the extent of 0.4 points”). It is one of the interesting and useful features of neural networks that they can be associated with fuzzy logic systems. More comprehensive discussion of this topic goes beyond the scope of this book.

Hidden layer neurons act as intermediaries. They have direct access to the input data and can see the image presented at input. Based on their outputs, additional layers make certain decisions based on certain images. It appears that the role of the hidden layer neurons is to devise pre-processed sets of input data for use by the output layer neurons in determining the final result.

The utility of the intermediate layers arises because certain input transformations make the solution of a network task much easier to achieve than attempts to solve the same task in a direct way. Using a pattern recognition task as an example, it is difficult to find a rule that allows identification of an object when only bright and dark pixels appear in an image. Finding the correct recognition rule that functions at that low level is difficult because the subjects may vary widely in shape but convey the same meaning.

A single object (e.g., the letter A) can look different when scanned from a manuscript, printed on a page, and photographed on a fluttering banner. A printed document containing exactly the same characters can be represented as two completely different pixel images due to pixel values at selected points. A slight movement can change a digital picture in a dramatic way if specific pixels are only white or black. Another difficulty with digital images of low resolution arises when completely different objects display very large sets of identical pixels on digital images.

The expectation that a “one-jump” neural network will overcome these discrepancies between the raw image and the final recognition decision may be unrealistic in some situations. The reasoning is correct because experience confirms that no learning process can ensure that a simple network with no hidden layer will be able to solve every task. Such a network without hidden layers would produce a mechanism by which some selected and established sets of pixels would be treated as belonging to different objects and at other times would link different sets pixels to the same object. This simply cannot be done.

What is not possible for a network with few layers can generally be achieved by a network containing a hidden layer. For complex tasks, neurons in the hidden layer would find certain auxiliary values that significantly facilitate solution of a task. In a pattern recognition task, hidden layer
neurons can detect and encode a structure describing the general characteristics of the image and objects within the image. These characteristics should be more responsive to the demands of the final image recognition than the original image. For example, they can be to an extent independent of the position and scale of recognized objects. Examples of features that describe the objects in images of letters (to facilitate their recognition) may be:

- The presence or absence of closed contour drawing letters (letters O, D, A, and a few others; letters such as I, T, S, N, and others do not have these characteristics)
- Whether the character has a notch at the bottom (A, X, K), at the top (U, Y, V, K), or at the side (E, F)
- Rounded (O, S, C) or severe (E, W, T, A) shape

Obviously you can find many more differentiating features of letters that may or may not be insensitive to common factors affecting their recognition (font changes, handwriting, letter size changes, tilting, and panning). However, it should be emphasized that the creator of a neural network does not have to explicitly ask what characteristics of a picture may be found because the network can acquire relevant identification skills during the learning process.

Of course, we have no guarantee that a neural network designed to recognize letters taught its hidden layers to detect and signal precisely the characteristics cited above. A neural network would not detect the characteristics for differentiating letters mentioned above without sufficient training. The experiences of many researchers confirm that neural networks can recognize characteristics that effectively facilitate recognition when performing recognition tasks, although the user of a network cannot understand the relevance of characteristics encoded in hidden layers.

Hidden layers allow a neural network to perform more intelligently by utilizing elements that can extract descriptive image features precisely. Note that the nature of the extracted features is determined by the structure of the network only through the process of learning. In a network designed to recognize images, all features that will be extracted by hidden layer neurons may adapt automatically to the types of recognizable images. If we ask the network to detect masked rocket launchers in aerial photographs, it becomes clear that the main task of the hidden layer will become independent of the position of the object because the shape of the suspect can occur in any area of the image and should always be recognized in the same way.

If a network has to recognize letters, it should not lose information about their positions. A network that will detect an A somewhere on a page is not very useful because the user wants to know where the A is and in what context. In this case, the objective of the hidden layer is to extract features that may allow reliable identification of letters regardless of their size or typeface (font). Interestingly, both these tasks can be achieved after appropriate training by the same network. Of course, a network taught to recognize tanks cannot read printed material and a network trained to identify fingerprints cannot handle face recognition.

### 2.13 Determining Numbers of Neurons

It follows from the above that the broadest possibilities for future use involve networks structured with at least three layers: (1) an input layer that receives signals, (2) a hidden layer that elicits the relevant characteristics of input signals, and (3) an output layer that makes decisions and provides a solution. Within this structure, certain elements must be determined: the numbers of input and output elements and the methods of connecting successive layers. However, certain variable
elements may need to be considered: (1) the number of hidden layers and (2) the number of elements within the hidden layer or layers (Figure 2.40).

Despite many years of development of this technology, no precise theory of neural networks has yet been formulated. Network elements are usually chosen arbitrarily or by trial and error. It is possible that a designer’s concept of how many hidden neurons to use or how they should be organized (as one hidden layer or several layers) will not operate correctly. Nevertheless, these issues should not exert a critical impact on the total operation because the learning process should provide opportunities to correct possible structure errors by choosing appropriate connection parameters. Still, we warn our readers about two types of errors that may trap designers and researchers of neural networks.

The first error is designing a network with too few elements—no hidden layer or too few neurons. The learning process may fail because the network will not have any chances to imitate in its inadequate structure all the details and nuances of the problem to be solved. Later, we will provide examples demonstrating that a network that is too small and too primitive cannot deal with certain tasks even if it is taught thoroughly for a very long time. Neural networks are somewhat like people. Not all of them are capable of solving certain types of problems. Fortunately, we have an easy way to check how intelligent a network is. We can see its structure and can count its neurons. Thus the measure of a network’s capability is merely counting its hidden neurons. The task with humans is more difficult!

Despite the ability to build bigger or smaller networks, it sometimes happens that the intelligence of a network is too low to achieve a specific task. A “neural dummy” that does not have enough hidden neurons will never succeed in its assigned tasks no matter how much teaching it undergoes.

Conversely, network intelligence should not be excessive. The effect of excessive intelligence is not a greater capacity for dealing with assigned tasks. The result is astonishing. Instead of diligently acquiring useful knowledge, the network begins to “fool” its teacher and consequently fails to learn. This may sound incredible but it is true. A network with too many hidden layers or too many elements in its hidden layers tends to simplify a task and “cuts corners” whenever possible. To explain this phenomenon we will briefly describe a network’s learning process (Figure 2.41).

You will learn about the details of this process in later chapters. In simple terms, one teaches a network by providing it with input signals for which correct solutions are known because they are included in the learning data. For each given set of input data, the network tries to offer an output solution. Generally, the network’s suggestions differ from correct solutions included in the teaching data. After comparing the network solution with the correct exemplar solution in the teaching
data, the extent of the error made by the network becomes clear. On the basis of mistake evaluation, the network’s teaching algorithm changes the weights of all its neurons so that the error will not be repeated in the future.

This simple model of a learning process indicates that a network tries to make no errors when presented with teaching data. Therefore, a network that learns well seeks a rule for processing input signals that would allow it to derive correct solutions. When a network discovers this rule, it can perform tasks from the teaching data it receives and similar tasks that may be assigned. We consider a successful network one that demonstrates an ability to learn and generalize learning results.

Unfortunately, a network that is too intelligent (has excessive memory in the form of large numbers of hidden neurons together with their adjustable weight sets) can easily avoid mistakes during learning by memorizing a whole collection of teaching data. It then achieves great success in learning within an astonishingly short time because it gives correct answers for all questions. However, in this method of “photographing” teaching data, a network that learns from provided examples of correct solutions makes no attempt at generalizing acquired information. Instead, it tries to achieve success by meticulously memorizing rules like “this input implies this output.”

Such incorrect operation of a network becomes obvious when the network quickly and thoroughly learns an entire teaching sequence (set of examples that demonstrate how it should perform assigned tasks) but fails embarrassingly in its first attempt to handle a task from similar class but slightly different from the tasks presented during learning. Teaching a network to recognize letters yields immediate success because it recognizes all letters shown. However, it will fail completely to recognize a letter in a different handwriting or font (all outputs are zero) or recognize them incorrectly. In such cases, an examination of the network’s knowledge reveals that it memorized many simple rules like “if two pixels are lit and there are five 0s, letter A should be recognized.” Such crude rules do not stand the test of a new task, and networks utilizing them fall short of expectations.

The described symptom of learning by memorizing is not displayed by networks with smaller hidden layers because limited memory forces a network to do its best. By using the few elements of its hidden layer, it works out rules for processing input signals that enable it to generate the required answer. In such cases, the learning process is usually considerably slower and more tedious because the network needs more examples presented more times—a few hundred or a few thousand. However, the final effect is usually much better. After a correctly conducted learning process is complete and a network effectively handles base learning examples, we may assume that it will also cope with similar (not identical) tasks presented during a test. The assumption is often (but not always) true and serves as a base for our expectations for using a network to solve problems.

In summary, do not expect miracles. The presumption that an uncomplicated network with a few hidden neurons will succeed in a complicated task is unrealistic. Conversely, too many hidden layers or too many neurons can cause a significant decline in learning. Obviously, the optimal requirements for hidden layers lie somewhere between these extremes.
Figure 2.42 shows (on the basis of computer simulations) the relationship of network errors and numbers of hidden neurons. It proves that many networks operate with almost the same efficiency despite different numbers of hidden neurons. Thus it is not so difficult to hit such a broad target. Nevertheless, we must avoid extreme (too large or too small) networks. Especially undesirable are excessive) hidden layers. It is not surprising that networks with fewer hidden layers often produce better results. This is because they can be taught more effectively than better (theoretically) networks with more hidden layers where teaching is buried in unneeded details. The best practice in most situations is to use networks with one or (only as an exception) two hidden layers, and fight the temptation to use networks with more hidden layers—by fasting and taking cold baths!
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Questions and Self-Study Tasks

1. What are some of the most significant differences between artificial neural networks and natural biological structures such as human and animal brains? Which differences result from capitulation (inability to build enough complicated artificial neurons and settling for substitutes)? Which differences are results of conscious deliberate choices by neural network creators?

2. Discuss the concept of synaptic weight, taking into account its role in artificial neural networks and also its biological inspiration. In electronic circuit modeling, neural networks weights are sometimes discrete (can only take certain values, e.g., integers) rather than arbitrary. How do you think weight exerts an impact on neural network functioning?

3. Introduce an artificial neuron scheme to transform input information into output signals. Demonstrate the differences between these transformation processes in particular types of neurons (linear, MLP, RBF).

4. Discuss the step-by-step operation of an artificial neural network. Why are hidden layers so named?

5. Discuss reactions between neural network structures and the functions the networks perform. Which are most popular neural network structures and what are their properties? Explain the ability of a randomly structured network to perform serious computational tasks.

6. What do you think about the ability of neural networks to show great fault tolerance when they encounter damages to the elements and destruction of their whole structures?

7. Why do neural networks require differentiation of quantitative and qualitative data? There is an opinion that networks that use qualitative data as inputs or outputs need more time for learning because they include more connections for which weights must be established. Is this opinion justified?

8. A network whose output data is encoded via the one of N method may not provide precise answers to questions. What could be the result? Should the lack of precision be seen as an advantage or a disadvantage?

9. Can time series analysis and related forecast tasks (see Figure 2.36) be considered more similar to regression tasks (Figure 2.34) or classification tasks (Figure 2.35)? What are the arguments for similarity to (a) regression and (b) classification?

10. Do Figure 2.37 and the text related to it lead to the conclusion that the application of a single network with many outputs is always ineffective? Specifically, if we must solve a problem whose expected output is in the form of qualitative data encoded by the one of N method, may we use N networks with one output each instead of one network with N outputs?

11. Advanced exercise: Assume you want to solve a certain classification with a neural network utilizing input data of questionability applicability and have doubts that the data will yield valuable information in the context of the classification under consideration. The issue is whether to use the doubtful input in a neural network because it could turn out to be useless. You could build your network without using a decision rule for the questionable data, or perhaps it would be better not to mix data to solve task variables that may be worthless. What is your choice? Justify your answer.

12. Advanced exercise: Books and articles describing neural networks sometimes propose the use of a genetic computer algorithm that somewhat simulates natural biological evolution. During evolution, the “fittest” network (having the best capabilities to produce a superior solution) will survive. The algorithm method can be used to select the best inputs for a network, estimate an optimal number of hidden layers, and evaluate the best hidden neurons in each layer. Study more about this method and develop an opinion whether it is or is not effective. Present arguments for both positions.
Chapter 3

Teaching Networks

3.1 Network Tutoring

A neural network’s activity cycle can be divided into various stages of learning during which the network acquires information needed to determine what it should do and how, and the stages of regular work when the network must solve specific new tasks based on the acquired knowledge. The key to understanding how a network works and its abilities is the learning process. This chapter details the exact process. Subsequent chapters will cover the activities of already taught networks of various types.

Two variations of learning can be distinguished: one that requires a teacher and one that does not. We are going to talk about learning without a teacher in the next chapter. This chapter will focus on learning with a tutor. Such learning is based on giving a network examples of correct actions that it should learn to mimic. An example normally includes a specific set of input and output signals given by a teacher to show the expected response of the network for a given configuration of input data. The network watches the connection between input data and the required outcome and learns to imitate the rule.

While learning with a tutor you always have to deal with a pair of values: a sample input signal and a desired output (required response) of the network to the input signal. Of course, a network can have many inputs and many outputs. The pair in fact represents a complete set of input data and output data that should work as a full solution for a task. The two components (data for a task and output solution) are always required.

The teacher and tutor terms require explanations at this point. A tutor is not necessarily a human being who teaches a network, even though humans work with and instruct networks. In practice the role of a tutor is taken over by a computer that models the specific network. Unfortunately neural networks are not very smart. Effective learning of a difficult task requires hundreds or sometimes even hundreds of thousands of steps! No human would have the strength and patience to tutor a device that learns so slowly. That is why a teacher or tutor in this context means a computer program supplied by a human with a so-called learning set.

What is a learning set? Figure 3.1. contains a table showing sample data concerning pollution rates in various US cities. Any other type of data could be used. It is important to use real-life data
taken from a real database. I demonstrated that, leaving the elements of an original window (from a program operating on this database) in the figure.

Among the data collected in the database, we can isolate those that will be used as outputs for the network. Look at the range of columns of the table marked by an arrow at the bottom of the figure. The data in the figure should allow us to predict levels of air pollution. The data cover population figures, industrialization levels, weather conditions, and other factors. Based on these data to be used as inputs, the network will have to predict the average level of air pollution in every city.

For a city for which pollution level information has not been compiled, we will have to guess. That is where a network taught earlier will go to work. The learning set data—known pollution data for several cities—has been placed in an appropriate column of the table, which is marked with a red arrow (indicating output data) on Figure 3.1.

Therefore, you have exactly the material you need to teach the network shown in Figure 3.1: a set of data pairs containing the appropriate input and output data. We can see the causes (population, industrialization, and weather conditions) and the result (air pollution value). The network uses these data and will learn how to function properly (guessing the values of air pollution in cities for which proper measurements have not yet been made) via a learning strategy.

Exemplary learning strategies will be thoroughly discussed later. In the meantime, please pay attention to another detail of Figure 3.1. The letters in one column of the table are barely visible because they appear in gray instead of black. This shading suggests that the data portrayed are somewhat less important. The column contains names of particular cities. Based on this information, the database generates new data and results given, but for a neural network the column information is useless. Air pollution has no relationship to the name of a city, so even though these facts are available in the database, we are not going to use them to teach networks. Databases can contain a lot of information data that is not needed to teach a network.

We should remember that the tutor involved in network learning will usually be a collection of data that is not used “as is,” but is adjusted to function as a learning set after cautious selection and proper configuration (data to be used as inputs and data to be generated as outputs). A network should not be littered with data that a user knows or suspects is not useful for finding solutions to a specific problem.
3.2 Self-Learning

Besides the schema of the learning with a tutor described earlier, a series of methods of learning without a teacher (self-learning networks) are also in use. These methods consist of passing only a series of test data to the input of networks, without indicating desirable or even anticipated output signals. It seems that a properly designed neural network can use only observations of entrance signals and build a sensible algorithm of its own activity based on them, most often relying on the fact that classes of repeated (maybe with certain variety) input signals are automatically detected and the network learns (spontaneously, without any open learning) to recognize these typical patterns of signals.

A self-learning network requires a learning set consisting of data provided for input. No output data are provided because in this technique, we need to clarify the expectations from the network analysis of some data. For example, if we apply the data in Figure 3.1 to learning without a teacher, we would use only columns described as input data instead of giving the information from the column noted with the red pointer to the network.

A self-learning network could not have chance to predict in which city the air pollution would be greater or smaller because it cannot gain such knowledge on its own. However, by analyzing the data on covering different cities, the network may favor (with no help) a group of large industrial cities and learn to differentiate them from small country towns that serve as centers of agricultural regions.

The network will develop this distinction from given input data by following a rule that industrial cities are similar and agricultural towns also share many common characteristics. A network can use a similar rule (without help) to separate cities with good and bad weather and determine many other classifications based only on values of observed input data.

Notice that the self-learning network is very interesting from a view of the analogy between such activities of networks and the activities of human brains. People also have abilities to classify encountered objects and phenomena (“formation of notions”) spontaneously. After the execution of the suitable classification, people and networks recognize another object as having characteristics of a previously recognized class.

Self-learning is also very interesting based on its uses. It requires no external knowledge that may be inaccessible or hard to collect. A network will accumulate all necessary information and pieces of news without outside help. Chapter 9 will describe exactly and demonstrate across suitable programs the bases of self-learning of networks.

Now you can imagine (for fun and stimulation of the imagination rather from real need) that a self-learning network with a television camera can be sent in an unmanned space probe to Mars. We are unaware of conditions on Mars. We do not know which objects our probe should recognize or how many classes of objects will appear!

Even without that information, the network will adjust (see Figure 3.2). The probe lands and the network begins the process of self-learning. At first it recognizes nothing and only observes. However, over time, the process of spontaneous self-organization will allow the network to learn to detect and differentiate various types of input signals that appear as inputs: rocks from stones and plant forms from other living organisms. If we give the network sufficient time, it will educate itself to differentiate Martian men from Martian women even though the network creator did not know that Martian people existed!

Of course the self-learning Mars landing vehicle is a hypothetical creation even though networks that form and recognize various patterns exist are in common use. We may be interested in determining how many forms of some little known disease can in fact be found. Is a condition one sickness unit or several? How do the components differ? How can they be cured?
It will be sufficient to show a self-learning neural network the information on registered patients and their symptoms over a long period. The network will later yield information on how many typical groups of symptoms and signs were detected and which criteria can be used to classify patients into different groups. Applications of neural networks to goals like these can lead to a Nobel Prize!

This method of self-learning, of course, has many defects that will be described later. However, self-learning has many undeniable advantages. We should be surprised that the tool is not more popular.

### 3.3 Methods of Gathering Information

Let us take a closer look at the process of learning with a teacher. How does a network gain and gather knowledge? A key factor is the assignments of weights to each neuron on entrance, as described in Chapter 2.

To review, every neuron has many inputs, by which it receives signals from other neurons and from network data to add its calculations. The parameters called weights are united with the entry data. Every input signal is first multiplied by the weight and only later added to the other signals. If we change values of the weights, a neuron will begin to function within the network in another way and ultimately the entire network will work in another way. The art of learning of a network relies on the choice of weights in such a manner that all neurons will perform the exact tasks the network demands.

A network may contain thousands of neurons and every one of them may handle hundreds of inputs. Thus it is impossible for all these inputs to define the necessary weights simultaneously and without direction. We can, however, design and achieve learning by starting network activities with a certain random set of weights and gradually improving them. In every step of the process of learning, the values of weights from one or several neurons undergo changes. The rules for change are set in such a way that every neuron individual can qualify which of its own weights must change, how (by increase or decrease), and how much.

The teacher passes on the information about the necessary changes of weights that can be used by the neuron. Obviously, what does not change is the fact that the process of changing the...
weights (as the only memory trace in the network) runs through every neuron of the network spontaneously and independently. In fact, it can occur without direct intervention by the person supervising this process. What is more, the process of the learning of one neuron is independent from how another neuron learns. Thus, learning can occur simultaneously in all neurons of a network (of course only in a suitable network with an adequate electronic system, and not via a simulation program). This characteristic allows us to achieve very high speeds of learning and a surprisingly dynamic increase of qualifications of a network that literally grows wiser and wiser in front of us!

We once again stress a key point: a teacher need not get into the details of the process of learning. It is sufficient for the teacher to give a network an example of a correct solution. The network will compare its own solution obtained from the example originating from the learning set with the solution that was recorded in the learning set as a model (most probably correct). Algorithms of learning are constructed so that the knowledge about the value of an error is sufficient to allow a network to correct values of its weights. Every neuron separately corrects its own weights on all entries under the control of the specific algorithm after it receives an error message.

Figure 3.3 depicts a very simple but efficient mechanism. Its systematic use causes the network to perfect its own activities until it is able to solve all assignments from the learning set and on the grounds of generalization of this knowledge. It can also handle assignments that will be introduced to it at the examination stage.

The manner of network learning described earlier is used most often, but some assignments (e.g., image recognition) do not require a network to have the exact value of a desired output signal. For efficient learning, it is sufficient to give a network only general information on a subject, whether its current behavior is correct, or not. At times, network experts speak about “rewards” and “punishments” in relation to the way all neurons in a network find and introduce proper corrections to their own activities without outside direction. This analogy to the training of animals is not accidental.
3.4 Organizing Network Learning

Necessary changes of values of weight coefficients in each neuron are counted according to special rules (sometimes called paradigms of networks). The numbers of different rules that are used today and their varieties are extreme because most researchers try to demonstrate their own contributions to the field of neural networks as new rules of learning.

We now consider two basic rules of learning without using mathematics: (1) the rule of the quickest fall lying at the bases of most algorithms of learning with a teacher and (2) the Hebb rule defining the simplest example of learning without a teacher (see Section 3.10).

The rule of the quickest fall relies on the receipt by every neuron of definite signals from the network or from other neurons. The signals result from earlier levels of processing the information. A neuron generates its own output signal using its knowledge of earlier settled values of all amplification factors (weights) of all entries and (possibly) the threshold.

Methods of marking the values of output signals by neurons based on input signals were discussed in detail in Chapter 2. The value of the output signal of a neuron at each step of the process of learning is compared with the standard answer of the teacher within the learning set.

In the case of divergence that will appear almost certainly at the initial stage of the learning process, the neuron finds the difference between its own output signal and the value of the signal the teacher indicates is correct. The neuron then (by the method of the quickest fall to be described shortly) decides how to change the values of the weights to decrease the error.

It is useful to understand the area of an error. You already know that the activity of a network relies on the values of weight coefficients of the constituent neurons. If you know the set of all weight coefficients appearing in all neurons of the entire network, you know how such a network will act. Particularly you can show a network all examples of assignments and solutions accessible as part of the learning set. Every time the network produces its own answer to an asked question, you can compare its answer to the pattern of the correct answer found in the learning set, thus revealing the network error.

A measure of this error is usually the difference between the value of the result delivered by the network and the value of the result read from the learning set. To rate the overall activities of networks with defined sets of weight coefficients in their neurons, we usually use the pattern of the sum of squares of errors committed by the network for each case from the learning set. The errors are squared before summing to avoid the effect of mutual compensation of positive and negative errors. This results in heavy penalties for large errors. A twice greater error is a quadruple component in the resulting sum.

Note in Figure 3.4 the yellow (lighter tone) rectangle and cloud first, then the green (darker tone) rectangle and cloud. The figure depicts a situation that could occur in a network so small that it would have only two coefficients of weights. Such small neural networks do not exist, but let us assume that you have such a very small network. We will attempt to analyze its behavior without getting into difficulties arising from multidimensional spaces. Every state of good or poor learning of this network will be joined at some point on the horizontal (light blue) visible surface shown in the figure with its weight coefficient coordinates. Imagine now that you placed weight values in the network that comply with the location of the red point on the surface. Examining such a network by means of all elements of the learning set will reveal the total value of the error. In place of the red point you will put a red arrow pointing up. The height will represent the calculated value of the error according to the vertical axis in the figure.

Next, choose other values of weights, marking their positions on the surface (navy blue) and perform the same steps utilizing the navy blue pointer. Imagine that you perform these acts for all combinations of weight coefficients, that is, for all points of the light blue surface. Some errors will
be greater and other smaller. If you had the patience to examine your network many times, you would see the error surface spread over the surface of the changed weights.

You can see many “knolls” on the surface in Figure 3.5. These indicate where the network committed several errors and should be avoided. The neural network committed smaller errors as shown by the deep valleys. This indicates the network solves its tasks especially well, but how do we find the valleys?

Figure 3.5  Error surface formed during neural network learning.
The learning of a neural network is a multistage-process. Each step of the process is intended to improve values of weights in the network, changing unsatisfactory sets of weights that may cause large errors for new weights that hopefully will perform better (see Figure 3.6).

Starting at the bottom left corner of the figure, we see an old (vector) set of weights, noted on the parameter surface of the network with a yellow (light tone) circle. For this vector of weights, you find the error and “land” on the surface of the error shown with a yellow arrow in the left upper corner of the figure. The error rate is very high and the network temporarily has incorrect parameters. It is necessary to improve this situation, but how?

A neural network can be taught to find a way to change the weight coefficients to decrease error rates. The direction of the quickest fall of the error is noted in Figure 3.6 as a large black pointer. Unfortunately, the details of the learning method cannot be explained without using complicated mathematics and such notions as the gradient and partial derivative. However, the conclusions yielded by these complex mathematical considerations are simple enough. Every neuron in a network modifies its own weight and possibly threshold coefficients using two simple rules:

1. Weights are changed more strongly when great errors are detected.
2. Weights connected on which large values of input signals appeared are changed more than weights on which input signals were small.

The basic rules may need additional corrections even though the outline of the method of learning is understood. Recognizing an error committed by a neuron and knowing its input signals allow a designer to foresee easily how its weights will change. The mathematics-based rules are very logical and sensible. For example, the faultless reaction of a neuron to a specific input signal should proceed without a change if its weights are correctly calculated.

A network using prescribed methods in practice breaks the process of learning when it is well trained. Small errors require only minimum cosmetic corrections of weights. It is logical to subordinate the size of a correction based on the size of the input signal delivered. Inputs that have greater signals exert more influence on the result of the activity of a neuron. To ensure a neuron operates correctly, it must be “sharpened.”
We now return to the process of learning shown in Figure 3.6. After we find the direction of the quickest fall of the error, the algorithm of learning the network makes a change in the weight space and replaces the incorrect vector with a correct one. The migration causes the error to “slide down” to a new point, usually lower, to approach the valley where errors are the fewest and eventually solve assignments perfectly. This optimistic scenario of gradual and efficient migration to the area where errors are minimal is shown in Figure 3.7.

3.5 Learning Failures

Learning is not always a simple and pleasant process as depicted in Figure 3.7. At times, a network “struggles” until it finds a suitable solution. A detailed discussion of difficulties arising from learning would require complicated considerations of differential calculus and analysis of the convergence of algorithms. We will try to explain learning problems without detailing complicated mathematics by telling a story about a blind kangaroo (Figure 3.8).

Imagine a blind kangaroo is lost in the mountains and wants to return to his home. The kangaroo knows only one fact about the location of his house: it is situated at the very bottom
of the deepest valley. The kangaroo cannot see the surrounding mountain landscape just as an algorithm of learning cannot check the values of the error functions at all points for all sets of weights.

The kangaroo can only use his paws to feel which way the ground subsides in the same way a network learning algorithm can determine how to change weights to make fewer errors. The kangaroo thinks he has found the correct direction and hops with all his power, thinking that the hop will deliver him to his home.

Unfortunately a few surprises await the kangaroo and the algorithm for teaching a neural network. Note from Figure 3.8 that an incorrectly aimed jump can lead the kangaroo into a rift that separates him from his house. Another situation not shown in the figure but easy to imagine is that the ground in what appears a promising direction can drop and then suddenly elevate. As a result, the kangaroo’s long jump in that direction will make his situation worse, because he will find himself landing higher (farther from the low valley where he lives) than he was at the start of his quest.

The success of the poor little kangaroo depends mostly on whether he can properly measure the length of the jump. If he is too cautious and performs only small jumps, his journey home will take longer. If he jumps too far and the surrounding area has cliffs and rifts, he may be injured.

As a network learns, the creator of the algorithm must decide the sizes of weight changes based on specific values of input signals and the potential sizes of errors. The decision is made by changing the so-called proportion coefficient or learning rate. Apparently, the algorithm designer has a great number of choices but every decision generates specific consequences.

Choosing a coefficient that is too small makes the process of learning very slow. Weights are improved very slightly at every step. Thus many steps must be performed for the network to reach desirable values. Choosing a too large coefficient of learning may cause abrupt changes to the parameters of the network; in extreme cases, this can cause learning instability, as a result of which the network will be unable to find the correct values of weights. Changes made too quickly will make it difficult for a network to reach the necessary solution.

We can view this problem from another point. Large values of the coefficient of learning resemble the attitude of a teacher who is very strict and difficult to please and severely punishes pupils for their mistakes. Such a teacher seldom attains good learning results because he creates
confusion and imposes excessive stress on his students. On the other hand, low values of a coefficient of learning resemble a teacher who is excessively tolerant. Her pupils progress too slowly because she fails to motivate them to work.

In the processes of teaching networks and teaching pupils, compromises are necessary. Teaching means balancing the advantages of quick results with safety considerations to achieve stable functioning of the process of learning. A method to accomplish this goal is described in the next section.

### 3.6 Use of Momentum

One way of increasing the learning speed without interfering with stability is using an additional component called momentum in the algorithm of learning. Momentum enlarges the process of learning by changing the weights on which the process depends and the current errors, and allows learning at an earlier stage.

Figure 3.9 allows a comparison of learning with and without momentum and the process of changing the weight coefficients. We can show only two of them, and thus the drawing should be interpreted as a projection on plane determined by weight coefficient $w_i$ and the weight adaptation process $w_j$ that takes place in the $n$ dimensional space of the weights. We can see behavior of only two inputs for a specific neuron of the network, but the processes in other neurons are similar.

Red (dark tone) points represent starting points (the setting before the start of learning the values of weight coefficients). Yellow points indicate the values of weight coefficients obtained during the steps of learning. An assumption has been made that the minimum of the error function is attained at the point indicated by the plus sign (+). The blue ellipse shows the outline of the stable error (set of values of weight coefficients for which the process of learning attains the same level of error).

As shown in the figure, introducing momentum stabilizes the learning process as the weight coefficients do not change as violently or as often. This also makes the process more efficient as the consecutive points approach the positive point faster. We use momentum for learning from a rule because it improves the attainment of correct solutions and the execution costs are lower.

![Figure 3.9 Learning process without momentum (left) and with momentum (right).](image)
Other manners of improving learning can involve changing the values of the coefficients of learning—small at the beginning of the process when the network chooses the direction of its activity, greater in the middle of learning when the network must act forcefully to adapt the values of its parameters to the rules established for its activity, and finally smaller at the end of learning when the network fine-tunes the final values of its parameters and sudden corrections can destroy the learning structure. The techniques resemble the elaborate methods of a human teacher who has a large body of knowledge to use to train pupils with limited abilities.

Every creator of an algorithm of learning for a neural network faces the problem of assigning original values of coefficients of weights. The algorithm of learning described earlier shows how we can improve the values of these coefficients during learning. At the instant of onset of learning, the network must have concrete values of coefficients of the weights to be able to qualify the values of output signals of all neurons and to compare them to values given by the teacher for the purpose of qualification of errors. Where should we get these original values?

The theory of the learning process says that at the realization of certain (simple) conditions, a linear network can learn and find correct values of weight coefficients based on initial values we set at the start of the learning process. In the domain of non-linear networks, the situation is not so simple, because the process of learning can “get stuck” in the starting values of the so-called minima of local error functions. In effect, this means that starting from different primary sets of weight coefficients can yield different parameters of the taught network—appropriate or incorrect for resolving the set assignment.

What does the theory say about choosing correct starting points? Here we must support our knowledge with empiricism. A common practice relies on the fact that the primary values of weight coefficients are random. At the beginning, all parameters receive accidental values, so we start from a random situation. This may sound strange but actually makes sense. Because we know where to find minimum error functions, there is no better solution than relying on randomness.

Simulator programs contain special instructions for “sowing” the first random values of coefficients in a network. We should avoid excessively large values of start coefficients. Normal practice is to choose random values from the area between $-0.1$ and $+0.1$. Additionally, in many-layered networks, we must avoid coefficients having 0 values because they block the learning process in deeper layers. Weight signals do not pass through 0 values of weights. The result is cutting off part of the network structure from further learning.

Of course, the progress of learning reduces error potential. Learning is rapid at the beginning, then slows somewhat, and finally stops after completion of certain steps. It is useful to remember that learning by targeting training of the same assignment by means of the same network can run differently. Figure 3.10 shows three courses of this process that differ by the speed of progress of learning final effects. The difference results from the size of the coefficient of the error, below which a network cannot operate despite the intensity of further learning. The graphs refer to the same network and the same assignment and differ only in the primary values of coefficients of weights. We can thus say that they show diverse “inborn abilities” of the network.

The neural network learned many times using the same learning set, but starting from different points (determined by random setting of initial weight values). Three courses are plotted: average (most representative), course with maximal end value of post-learning error (pessimistic case), and course with minimal end value of post-learning error (optimistic case). In some networks, (e.g., Kohonen types) an additional learning demand is that original values of weight coefficients be normalized. We will talk about this in Chapter 10.
3.8 Duration of Learning Process

Unfortunately, the answer to determining duration of learning is pessimistic. The simplicity of training a network instead of the complex process of programming it extracts a price: a long period of learning. We currently accept the price because no one has found an efficient way to shorten network learning processes. Furthermore, it is difficult to anticipate the time it will take to teach a network until it begins to develop some elements of intelligent behavior. Sometimes the process is speedy but generally it is necessary to use the elements of a learning set for a long time and with great effort before a network begins to understand some of its task.

What is more, as the result of random choice of original values of weight coefficients, the learning results for the same data used as the learning set can differ a little and this fact should be accepted unless a designer time to teach the same network several times and choose the variant that guarantees the best result. A single process of learning for a network with several thousands of elements lasts several hours! For example, a neural network designed for face recognition built from 65,678 neurons in a three layer perceptron structure needs 5 hours and 23 minutes of learning time using a Dell PC with 1.2 GHz clock. The learning set contains 1,024 example images of 128 known persons (8 images per person).

The long learning process is not an isolated result. For example, a compilation published in the *Electronic Design* monthly lists the numbers of presentations of the learning set required to achieve certain tasks as shown in the table below. Other authors noted similar results.

<table>
<thead>
<tr>
<th>Function</th>
<th>Number of Presentations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kanji character recognition</td>
<td>$10^{13}$</td>
</tr>
<tr>
<td>Speech recognition</td>
<td>$10^{12}$</td>
</tr>
<tr>
<td>Recognition of manuscript</td>
<td>$10^{12}$</td>
</tr>
<tr>
<td>Voice synthesis</td>
<td>$10^{10}$</td>
</tr>
<tr>
<td>Financial prediction</td>
<td>$10^9$</td>
</tr>
</tbody>
</table>

Because of the learning time required, researchers seek methods other than the classical or delta algorithms for teaching networks. The time of teaching a network with the algorithm of the quickest fall (described earlier) grows exponentially as the number of elements increases. This fact limits the sizes of neural networks.

### 3.9 Teaching Hidden Layers

Finally, we will discuss the teaching of hidden layers of networks. As described in Chapter 2, all layers of a network other than the entrance (input) and exit (output) layers are hidden. The essence of the problem of teaching neurons of the hidden layer arises because we cannot directly set the sizes of errors for those neurons because the teacher provides standard values of signals only for the exit layer. The teacher has no basis for comparison for signals from neurons of the hidden layer.

One solution to this problem is backward propagation (backpropagation) of errors suggested by Paul Werbos and later popularized by David Rumelhart whose name is usually connected to the method. Backpropagation consists of reproducing the presumable values of errors of deeper (hidden) layers of network on the ground of projecting backward the errors detected in the exit layer. The process will be detailed in Chapter 7.

Basically, the technique considers the neurons to which the hidden layer sends output signals and adds the signals, taking into account the values of coefficients of weights of connections between hidden layer neurons and neurons that produced errors. This way the “responsibility” for errors of neurons of the hidden layer burdens those neurons more heavily (with greater weight) because they influence the signals transmitted to the exit layer. By proceeding backward in this manner from the exit neurons to the entry neurons of a network, we can evaluate presumable errors of all neurons and consequently gain sufficient information to make the necessary corrections of weight coefficients of these neurons.

Of course, this method does not allow us to mark errors of neurons of intermediate layers exactly. As a result, corrections of errors during the learning process are less accurate than corrections made in networks without hidden layers. Finding and correcting errors with this technique adds to network learning time. However, the wide range of capabilities of networks with multiple layers means we must accept the tens of thousands of demonstrations involved in a learning set.

Other problems may arise through the repeated presentation of a learning set to a network. The necessary repetition would try the patience of a human teacher who could never deal with the hundreds of thousands or millions of operations required to teach a neural network. At present we have no alternative for presenting the same input signals and patterns to a network as many times as it needs to learn answers.

It is detrimental to show learning set elements always in the same order. Such predictable instruction can allow a network to establish definite cycles of values of weight coefficients and will halt the process of learning and possibly cause network failures. It is vital to randomize the learning process by mixing the elements and presenting them in different orders. The randomization complicates learning but it is crucial for obtaining reasonable results.

### 3.10 Learning without Teachers

How is it possible to learn without a teacher? We know that a network should be capable of resolving a specific task without having a set of ready examples with solutions. Is this possible? How can we expect a network to perfect its own work without receiving instructions?
In practice, it is entirely possible and even relatively easy to teach a spontaneous self-organizing neural network subject to a number of simple conditions. The simplest idea of self-learning of a network is based on the observations of Donald Hebb, a US physiologist and psychologist. According to Hebb, the processes of strengthening (amplification) of connections between neurons occur in the brains of animals if the connections are stimulated to work simultaneously. The associations created in this manner shape reflexes and allow simple forms of motor and perceptive skills to develop.

To transfer Hebb’s theories to neural network operation, computer scientists designed a method of self-learning based on showing a network examples of input signals without telling the network what to do with them. The network simply observes the signals in its environment although it is not told what the signals mean or what relationships exist between them. After observing the signals, a network gradually discovers their meaning and sets dependencies among the signals. The network not only acquires knowledge, but in a way creates it! Let us now discuss this interesting process in more detail.

After processing consecutive sets of input signals, a network forms a certain distribution of output signals. Some neurons are stimulated very intensely, others weakly, and some even generate negative signals. The interpretation of these behaviors is that some neurons “recognize” signals as their own (are likely to accept them), others are indifferent to the signals, while other neurons are simply “disgusted” by them. After the production of output signals of all neurons throughout a network, all weights of the input and output signals are changed. It is easy to see that this is a version of the Hebb postulate in that connections between sources of strong signals are noted and strengthened.

Further analysis of the process of self-learning based on the Hebb method allows us to state that after consistent use of a specific algorithm for start parameters, neurons develop accidental “preferences” that lead to systematic strengthening and detailed polarization. If a neuron has an “inborn inclination” to accept certain types of signals, it will learn after repetition to recognize these signals accurately and precisely. After a long period of such self-learning, the network will create patterns of input signals spontaneously.

As a result, similar signals will be recognized and assembled efficiently by certain neurons. Other types of signals may become “objects of interest” to other neurons. Through this process of self-learning, a network will learn without a teacher to recognize classes of similar input signals and assign the neurons that will differentiate, recognize, and generate appropriate output signals. So little to accomplish so much!

### 3.11 Cautions Surrounding Self-Learning

The self-learning process unfortunately displays many faults. Self-learning takes much longer than learning with a teacher. For this reason, a controlled process is preferable to spontaneous learning. Without a teacher, we never know which neurons will specialize in diagnosing which classes of signals. For example, one neuron may stubbornly recognize the letter R, another may recognize Ds, and a third may see Gs. No learning technique can make these neurons arrange themselves in alphabetical order.

This creates a certain difficulty when interpreting and using the output of a network, for example, to steer a robot. The difficulty is basic but it may produce troublesome results. We have no guarantee that neurons developing their own random starting preferences will specialize to the extent that they will process different classes of entrance images. It is very probable that several neurons will “insist” on recognizing the same class of signals, for example As, and no neurons will recognize Bs.
That is why a network intended to be self-learning requires more effort than a network solving the same problem with the participation of a teacher. It is difficult to measure the difference exactly. Our past experiments indicate that a network intended to be self-learning must have at least three times as many elements (especially in the exit layer) than the answers it is expected to generate after learning.

A very subtle and essential matter is the choice of the starting weight values for neurons intended to be self-taught. These values strongly influence the final behavior of a network. The learning process deepens and perfects certain tendencies present from the beginning of the process. Thus these innate properties of a network strongly affect the end processes of learning.

Without knowing from the beginning which assignment a network should learn, it is difficult to introduce a specific mechanism to set the start values of weights. However, leaving these decisions to random mechanisms can prevent a network (especially a small one) from sufficiently diversifying its own mechanisms at the start of learning. Subsequent efforts to represent entrance signals of all classes in the structure of a network may prove futile.

However, we can introduce one mechanism for initial distribution of the values of weights in the first phase of learning. This method, known as convex combination, modifies original values of the weights in a way that maximizes the probability of an even distribution of all typical situations appearing in the entrance data set among neurons. If data appearing in the first phase of the learning will not differ from data to be analyzed and differentiated by a network, convex combination will create a convenient starting point to further self-learning automatically and also ensure relatively good quality of solutions to assignments.

Questions and Self-Study Tasks

1. What conditions must be fulfilled by a data set to allow it to be used as a teaching set for a neural network?
2. How does teaching a network with a teacher differ from teaching without a teacher?
3. On what grounds does the algorithm of teaching calculate the directions and changes of weights in the steps of teaching?
4. How should we set the starting values of weight coefficients of a network to start its learning process?
5. When does the teaching process stop automatically?
6. Why do network teaching efforts fail and how can we prevent failures?
7. Describe the steps of generalizing knowledge obtained by a neural network during teaching.
8. Where can we obtain the data necessary to fix the values of changes of weight coefficients of neurons in hidden layers during teaching?
9. What is momentum and what can we do with its help?
10. How much time is required to teach a large network? What factors determine the time required?
11. Why do we speak about “discovering knowledge” of self-learning networks instead of “teaching” them?
12. Advanced exercise: Suggest a rule that allows us to change the coefficient of teaching (learning rate) in a manner that will accelerate the speed of learning in safe situations and slow it at the moment when the stability of the teaching process is endangered. Note: Consider changes of the valued of errors committed by a network in subsequent steps of teaching.
Chapter 4

Functioning of Simplest Networks

4.1 From Theory to Practice: Using Neural Networks

The intent of the previous chapters was to provide a theoretical basis of neural network design and operation. Starting with this chapter, readers will gain practice in using neural networks. We will use simple programs to illustrate how neural networks work and describe the basic rules for using them. These programs (along with data required for start-up) can be found at http://www.agh.edu.pl/tad on the Internet.

This address will lead you to a site that accurately describes step by step all the required actions for using these programs legally and at no cost. You need these programs to verify information about neural networks contained in this book. Installing these programs in your computer will enable you to discover various features of neural networks, conduct interesting experiments, and even have fun with them.

Don’t worry. Minimal program installation experience is required. Detailed installation instructions appear on the website. Note that updates of the software will quickly make the details in this book outdated. Despite that possibility, we should explain some of the procedures.

Downloading the programs from the site is very easy and can be done with one mouse click. However, obtaining the programs is not enough. They are written in C# language and need installed libraries in .NET Framework (V. 2.0). All the needed installation software is on the site.

The first step is the installation of the libraries (Figure 4.1). You may have some of these libraries installed on your computer already and conclude that this step is unnecessary. If you are certain about that, you can skip the .NET Framework step, but we suggest you perform it “just in case.”

All software programs available from http://www.agh.edu.pl/tad may be used legally and without cost under the terms of an educational license from Microsoft. The license allows free use and development of the .Net technology on condition it is not used for commercial purposes. You can use the software for experiments described in the book with no limits and also use it for your own programs. You are prohibited legally from selling the software.
If the appropriate programs are installed on your computer already, the install component will determine that it has no need to install them. However, the site may contain newer versions of the libraries than the ones you have, in which case the installer will go to work. It is always smart to replace old software with newer versions. The new software will serve many purposes beyond those described in this book.

After you install the necessary .NET Framework libraries on which further actions depend according to the site guidelines, the installer will run again. This will allow you to install all example programs automatically and painlessly. You will need them for performing experiments covered in this book. When the installation is finished, you will be able to access the programs via the start menu used for most programs. Performing .NET experiments will help you understand neural networks theoretically and demonstrate their use for practical purposes.

To convince unbelievers that this step is simple, Figure 4.1 shows the difficult part of installation: the installer asks the user (1) where to install the programs and (2) who should have access. The best response is to keep the default values and click on Next. More inquisitive users have two other options: (1) downloading the source code and (2) installing the integrated development environment called Visual Studio.NET.

The first option allows you to download to your computer hard drive the text versions of all the sample programs whose executable versions you will use while studying this book. It is very interesting to check how these programs are designed and why they work as they do. Having the source code will allow you—if you dare—to modify the programs and perform even more interesting experiments. We must emphasize that the source codes are not necessary if you simply want to use the programs. Obviously, having codes will enable you to learn more and use the resources in more interesting ways. Obtaining the codes is not a laborious process.

The second option, installing Visual Studio.NET, is addressed to ambitious readers who want to modify our programs, design their own experiments, or write their own programs. We encourage readers to install Visual Studio.NET even if they only want to view the code. It is worthwhile to spend a few more minutes to make viewing of the code easier. Visual Studio.NET is very easy to install and

![Figure 4.1 The installer will ask only two questions.](image-url)
use. After installation, you will be able to perform many more actions such as adding extern sets, diagnosing applications easily, and quickly generating complicated versions of the software.

Remember that the installations of source codes and Visual Studio.NET are totally optional. To run the example programs that will allow you to create and test neural network experiments described in this book, you need only install .NET Framework (first step) and example programs (second step).

What’s next? To run any example, you first choose an appropriate command from the Start/Programs/Neural Networks Examples menu. After making your selection, you may use your computer to create and analyze every neural network described in this book. Initially your system will use a network whose shape and measurements we designed. After you are immersed in the source code, you will be able to modify and change whatever you want. The initial program will make networks live on your computer and allow you to teach, test, analyze, summarize, and examine them. This manner of discovering the features of the neural networks—by building and making them work—may be far more fulfilling than learning theory and attending lectures.

The way a network works depends on its structure and purpose. That is why we will discuss specific situations in subsequent chapters. Because the simplest network function to explain is image recognition, we will start our discussion there. This type of network receives an image as an input and after categorization of the image based on previous learning, it produces an output. This kind of network was presented in Figure 2.39 in Chapter 2. A network handles the task of classifying geometric figures by identifying printed and handwritten letters, planes, silhouettes, or human faces.

How does this type of network operate? To answer that, we start from an absolutely simplified network that contains only one neuron. What? You say that a single neuron does not constitute a network because a network should contain many neurons connected to each other? The number of neurons does not matter and even so small a network can produce interesting outputs.

4.2 Capacity of Single Neuron

As noted earlier, a neuron receives input signals, multiplies them by factors (weights assigned individually during the learning process) that are summed and converge to a single output signal. To review, you know already that summed signals in more complicated networks converge to yield an output signal with an appropriate function (generally nonlinear). The behavior of our simplified linear neuron involves far less activity.

The value of the output signal depends on the level of acceptance between the signals of every input and the values of their weights. This rule applies ideally only to normalized input signals and weights. Without specific normalization, the value of an output signal may be treated as the measure of similarity between assembly of the input signals and the assembly of their corresponding weights.

You can say that a neuron has its own memory and stores representations of its knowledge (patterns of input data as values of the weights) there. If the input signals match the remembered pattern, a neuron recognizes them as familiar and answers them with a strong output signal. If the network senses no connection between the input signals and the pattern, the output signal is near 0 (no recognition). It is possible for a total contradiction to occur between the input signals and weight values. A linear neuron generates a negative output signal in that case. The greater the contradiction between the neuron’s image of the output signal and its real value, the stronger its negative output.
Exploring Neural Networks with C#

We encourage you to install and run a simple program named Example 01a to perform a few experiments. You will learn even more about networks if you try to improve the program. After initializing Example 01a, you will see the window in Figure 4.2. The text in the top section explains what we are going to do.

The blinking cursor signals that the program concerning flower characteristics is waiting for the weight of the neuron’s input (in this case the fragrant value). You can enter the value by typing a number, clicking the arrows next to the field, or using the up and down arrows on the keyboard. After inserting the value for the fragrant feature, go on to the next field that corresponds to the second feature—color.

Let us assume that you want your neuron to like colorful and fragrant flowers, with more weight for color. After receiving an appropriate answer, the window of the program will resemble Figure 4.3.

This program and every other one you will use allows you to change your decision and choose another input. The program will try to update the results of its calculations. After we input the feature data (which in fact are weight values), we can study how the neuron works. You can input various sets of data as shown in Figure 4.4 and the program will compute the resulting output signal and its meaning. Remember that you can change the neuron’s preferences and the flower description at any time.

If you use a mouse or arrow keys to input data, you do not have to click the recalculate button every time you want to see the result; calculations are made automatically. When you input a number from the keyboard, you have to click the button because the computer does not know whether you finished entering the number or left to get a tuna sandwich.

The next stage is to experiment with a neuron in an unusual situation. The point of the experiment shown in Figure 4.5 is to observe how the neuron reacts to an object that differs from its remembered ideal colorful and fragrant flower. We showed the neuron a flower full of colors with no fragrance. As you can see, the neuron liked this flower as well!
Changing the parameters of the flower allows us to observe what the neuron will do in other circumstances. The examples of such experiments are shown in Figure 4.6 and Figure 4.7. We tested the behavior of the neuron when the flower had a pleasing fragrance and little color. The network liked it anyway. We then tested a colorless flower with an unpleasant smell; that one was not likeable.
Now let us test our neuron with a little more complicated task: whether it accepts a flower that smells badly if it is colorful enough. As you can see, the program provides plenty of ways to experiment. You can change the preferences of the neuron to see how it reacts in various situations, for example, it may like a flower that smells bad (the weight for fragrance can be negative).

Figure 4.5  Example 01a in an unusual situation.

Now let us test our neuron with a little more complicated task: whether it accepts a flower that smells badly if it is colorful enough. As you can see, the program provides plenty of ways to experiment. You can change the preferences of the neuron to see how it reacts in various situations, for example, it may like a flower that smells bad (the weight for fragrance can be negative).

Figure 4.6  Another experiment with Example 01a program.
4.3 Experimental Observations

You will find “playing” with the Example 01a program a worthwhile exercise. As you input various data sets, you will quickly see how a neuron works according to a simple rule. The neuron treats its weight as a model for the input signal it wants to recognize. When it receives a combination of signals that corresponds to the weight, the neuron “finds” something familiar and reacts enthusiastically by generating a strong output signal. A neuron can signal indifference by a low output signal and even indicate aversion via a negative output because its nature is to react positively to a signal it recognizes.

Careful examination will indicate that the behavior of a neuron depends only on the angle between the vector of weight and the vector of the input signal. We will use Example 01b to further demonstrate a neuron’s likes and dislikes by presenting an ideal flower as a point (or vector) in input space.

When you set the preferences of a neuron, you tell it, for example, to like fragrant and colorful flowers. Fragrance and color are separate weight vectors. You can draw two axes. On the horizontal axis, you can note the values of the first feature (fragrance) and indicate the values of the second feature (color) on the vertical axis (Figure 4.8). You can mark the preferences of the neuron on the axes. The point created where these coordinates meet indicates the neuron’s preferences.

A neuron that values only the fragrance of a flower and is indifferent to color will be represented by a point located maximally to the right (high value of first coordinate) but on the horizontal axis set at a low number or zero. A puttyroot flower has beautiful colors and a weak and sometimes unpleasant smell. The puttyroot would be located high on the vertical axis (high color value) and to the left of this axis to indicate unpleasant or weak smell. Flower color is valued on the vertical axis and fragrance on the horizontal axis. You can treat any object you want a neuron to mark by using this technique.
A lily of the valley has a wonderful smell and would be represented by the point located maximally to the right. However, its color is not a strong asset so color would be valued low on the axis. The beautiful and unpleasant smelling gillyflower would be rated high on the color axis and low on the fragrance side. The sundew would appear at the bottom left segment of the system; it looks like rotting meat and has a similar smell intended to attract insects. Majestic and fragrant roses would be valued at the top right corner.

On a neural network, it is convenient to mark objects (ideal flowers and flowers to be analyzed) as points on a coordinate system and as vectors. You can acquire needed vectors by joining the points with the beginning of the coordinate system. This is how Example 01b works. Similar to Example 01a, it can be found in on the start menu. Certain features should be noted:

- The value of the output depends mostly on the angle between the input vector (representing input signals) and the weight vector (ideal object accepted by the neuron). It is illustrated in Figure 4.9.
- If the angle between the input and weight vectors is small (the vectors are located next to each other), the value of neuron output is positive and high.
- If the angle between the input and weight vectors is large (they create an angle greater than 90 degrees), the value of neuron output is negative and high.
- If the angle between the input and weight vectors is close to 90 degrees, the value of neuron output is low and neutral (near zero).
- If the length of the input vector is far smaller than the length of the weight vector, the value of neuron output is neutral (near zero) independent of the direction of the output vector.

All these characteristics of neuron behavior can be tested via the Example 01b program. Although the graphics are not as good as those in Figure 4.9, they can be understood and serve the purpose of demonstrating what a neuron does.

Example 01b is easy to operate. You simply need to click in the area on the left chart. First, click with the right button to set the location of chosen point corresponding to the neuron’s weight factors (see Figure 4.10). You will see the point and its coordinates. Of course, you can change
values at any time by clicking again in another part of the chart or modifying the coordinates as we did in the Example 01a program.

Now click on the chart with the left button to locate the position of the flower and watch the answer appear. If the neuron likes the flower (you can see what the neuron thinks of the flower from the value of the output signal on the right), the appropriate point is marked on the chart with red box (like a mountains on a map; see Figure 4.11). If the judgment is negative,
the point is marked with blue box (like a seabed on a map; see Figure 4.12). When the reaction of the neuron is neutral, the corresponding point is light blue (Figure 4.13). You will soon be able to imagine how the areas corresponding to the decisions in the input space will appear. Also, you can drag the mouse pointer over the chart with one of the buttons pressed to see the results change.

Figure 4.11 Input vector location for which output signal is positive.

Figure 4.12 Input vector location for which output signal is negative.
4.4 Managing More Inputs

The examples above are clear and simple because they concern a single neuron with only two inputs. Real applications of neural networks typically involve tasks requiring many inputs. Problems solved by neural networks often depend on huge numbers of input data and many cooperating neurons must work cooperatively to generate an appropriate solution to a problem.

This point is difficult to illustrate. It would involve an input space of 10 or more dimensions! We suggest an alternative: the Example 01c program (Figure 4.14). The system asks the user to enter the number of neuron inputs. You can accept the default value (5) and click Next. As in Examples 01a and b, you then input the weights that define the model of the signal to which your neuron should react positively. Fill in the $w(i)$ column shown in Figure 4.15, then enter the values of the input signals in the $x(i)$ column. The program will then calculate the output. Simple, isn’t it?
During experiments you will notice that high values of the output signals are returned in two situations: (1) when input signals correspond to the weights of the neuron as expected or (2) by entering huge input values where weights are positive. The first way of obtaining high output is intelligent, sophisticated, and elegant. The same (sometimes even better) effects can be obtained by using brute force and the second method.

When entering input signals, you should try to make them of the same strength using the parameter estimate given by the computer. This will enable you to correctly interpret and compare your results. Similarly, when comparing the behaviors of two neurons with different weight values to find identical input signals (they should have the same value of memory trace strength), the difference is the length of the weight vector. In a network with a great number of neurons, the meaning of the strength of the input signals radically decreases when stronger (better tuned) or weaker (worse tuned) input signals reach every neuron.

When we consider only one neuron, dissimilar values of input signals make results harder to interpret. That is why we should agree on choosing input values so that the sum of their squares is between 5 and 35, for example. The range is an estimate; great precision is not needed here. Because the program calculates the strength as a square root from the sum of squares of the coordinates (the formula for the length of a vector), the strength of the signals should be between the square root of 5 and the square root of 35—roughly between 2 and 6.

Why should we choose these values? While we were designing the program, we observed that entering small random integer values for five inputs of the neuron yielded more or less accurate values. If you prefer, you can choose any other value and it will work. The same suggestion for choosing values is useful for applying weights. Results are easier to check if the input signals “match” the values.
4.5 Network Functioning

Consider a network consisting of multiple neurons organized in a single layer. They are not connected to each other and each neuron handles input and output; see Figure 4.16. The input signals you apply will enter every neuron. The output signals of the neurons will be treated as the entire network’s response to a given task. How does this work?

Every neuron has its own set of weights that make it ready to recognize certain characteristics of the input signals. Every neuron has different weights and recognizes different patterns of signals. When input signals are entered, every neuron will calculate its output signal independently. Some will generate high outputs because they recognize patterns and others will produce small outputs based on less recognition.

By analyzing the output signals, you can identify patterns the network “suggests” based on your observations of high output values. You can also evaluate how sure the network is of its decision by comparing the output signal of the “winning” neuron with the signals generated by other neurons.

Sometimes the ability of a network to detect uncertain situations is useful for limited types of problems. An algorithm that makes decisions based on incomplete data must be used wisely.

4.6 Construction of Simple Linear Neural Network

The network described in the Example 02 program recognizes three categories of animals (mammals, fish, and birds). This simple program will help you start a simple exercise with a very small neural network. We encourage you though to write a more complicated program to solve a simple but real problem.

The example network contains only three neurons. Recognitions are made based on five features (inputs). The following information about animal characteristics is input:

- How many legs does it have?
- Does it live in water or does it fly?
- Is it covered with feathers?
- Does it hatch from an egg?
For every neuron, the values of weights are set to match the pattern of a specific animal. Neuron 1 should recognize a mammal and utilizes the following weight values set:

<table>
<thead>
<tr>
<th>Weight Value</th>
<th>Characteristic</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>Mammal has four legs</td>
</tr>
<tr>
<td>0.01</td>
<td>Mammal sometimes lives in water (e.g., seal); water is not typical milieu</td>
</tr>
<tr>
<td>0.01</td>
<td>Mammal sometimes flies (e.g., bat); flying is not typical activity</td>
</tr>
<tr>
<td>-1</td>
<td>Mammal has no feathers</td>
</tr>
<tr>
<td>1.5</td>
<td>Mammal is viviparous (major characteristic)</td>
</tr>
</tbody>
</table>

The weights of Neuron 2 are set to recognize birds using the same technique and different values:

<table>
<thead>
<tr>
<th>Weight Value</th>
<th>Characteristic</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>Bird has two legs</td>
</tr>
<tr>
<td>-1</td>
<td>Bird does not live in water</td>
</tr>
<tr>
<td>2</td>
<td>Bird usually flies; ostriches are exceptions</td>
</tr>
<tr>
<td>2.5</td>
<td>Bird has feathers (major characteristic)</td>
</tr>
<tr>
<td>2</td>
<td>Bird hatches from egg</td>
</tr>
</tbody>
</table>

The weights of Neuron 3 for identifying fish are set in the following way:

<table>
<thead>
<tr>
<th>Weight Value</th>
<th>Characteristic</th>
</tr>
</thead>
<tbody>
<tr>
<td>-1</td>
<td>Fish has no legs</td>
</tr>
<tr>
<td>3.5</td>
<td>Fish lives in water</td>
</tr>
<tr>
<td>0.01</td>
<td>Fish cannot fly; flying fish are exceptions</td>
</tr>
<tr>
<td>-2</td>
<td>Fish is not covered with feathers or similar structures</td>
</tr>
<tr>
<td>1.5</td>
<td>Fish generally hatches from egg; viviparous fish are exceptions</td>
</tr>
</tbody>
</table>

After the program starts, it displays information on a screen about weights for every input of every neuron (Figure 4.17) and allows us to perform interesting experiments as described in the next section.

### 4.7 Use of Network

The program presented previously assumes that a network has three outputs associated with the recognition of three kinds of objects (animals): mammals, birds, and fish. The network has a single layer that contains only these three neurons. Later we will cover networks containing more neurons than the number of outputs. The simple construction of a neural network allows it to accommodate any number of outputs.
Our example involved the input of only five signals corresponding to certain features for recognizing objects. Obviously you can increase this number if your problem involves greater numbers of input data. All input signals are connected to every neuron according to the “lazy rule” that states: if you don’t feel like analyzing which input signal influences which output signal, the best choice is to connect everything to everything else. This concept has become common practice.

Despite the “lazy rule,” it is useful to think about input signals before entering them. Some contain numeric information (e.g., how many legs an animal has); others involve Boolean information (whether an animal lives in water, flies, is covered with feathers, or is viviparous). You should consider how you will represent logical values in a network because neurons operate, as we know, on the values of signals and not on symbols like true or false.

If you are a computer scientist, you may suspect that the idea of true and false can be expressed in binary form: 1 = true, 0 = false. If you are a great computer scientist who uses Assembler and dreams about microprocessor registry, hexadecimal memory records, and Java applets, this type of relation is obvious, total, and correct. We must confess that work in the area of neural networks will make you modify your habits as described below.

Remember that zero in a neural network is a useless signal to transfer because it carries no new information. Neurons work by multiplying signals by weights and then summing the result. Multiplying anything by zero always produces the same result regardless of the inner knowledge (value) of a neuron. By using zero as an input signal, you forego opportunities to learn and influence network behavior. That is why our program uses the convention of +1 = true and −1 = false. Such bipolar signals fulfill their tasks very well.

Another advantage of a bipolar neural network is the ability to use any values of input signals that may reflect the convictions of the user about the importance of certain information. When inserting data for a codfish, a crucial fact is that the fish lives in water so you may input +2 instead of +1. For other situations, you can input values smaller than one. You may have doubts about entering +1 in response to whether flying fish can fly if you entered +1 for an eagle that is a superb flier. In that case you can input +0.2 for the flying fish to indicate the uncertainty. Another example is the answer to a “has tail” signal for a snake. Based on snake anatomy, the answer may be +10.

Because we know how to handle network input signals, we can try a few simple experiments by inputting data for a few randomly chosen animals to check whether the network recognizes...
them correctly. In a network consisting of many elements, the normalization of input signals (considering signal strength) is not as crucial. The same result will be produced by the neuron if you describe an animal (e.g., fox), in this way:

<table>
<thead>
<tr>
<th>Weight Value</th>
<th>Characteristic</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>Number of legs</td>
</tr>
<tr>
<td>-1</td>
<td>Does not live in water</td>
</tr>
<tr>
<td>-1</td>
<td>Does not fly</td>
</tr>
<tr>
<td>-0.9</td>
<td>Is not covered with feathers</td>
</tr>
<tr>
<td>-1</td>
<td>Viviparous</td>
</tr>
</tbody>
</table>

And the same result will be produced by the neuron if you describe such an animal like this:

<table>
<thead>
<tr>
<th>Weight Value</th>
<th>Characteristic</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>Has 4 legs; legs are vital and thus counted twice</td>
</tr>
<tr>
<td>-6</td>
<td>Hates water</td>
</tr>
<tr>
<td>-3</td>
<td>Never flies</td>
</tr>
<tr>
<td>-5</td>
<td>Has no feathers; has fur (major characteristic)</td>
</tr>
<tr>
<td>-9</td>
<td>Does not lay eggs; is viviparous (major characteristic)</td>
</tr>
</tbody>
</table>

This simple network can recognize typical situations correctly. It will classify mammals, fish, and birds (Figure 4.18, Figure 4.19, and Figure 4.20) and also works well in atypical situations. For example, it will recognize a seal, bat, and even a platypus (a strange animal from Australia that hatches from an egg) as mammals. The network can also identify a non-flying ostrich as a bird and classify a flying fish correctly. Try it!
However, the network will be puzzled by a snake because the snake has no legs, lives on the ground, and hatches from eggs. When faced with a snake, every neuron in the network will decide the snake is not a decent animal and will thus generate a negative output. In the context of our classification, the output makes sense.

The three-neuron network is very primitive and sometimes makes mistakes. For example, it repeatedly recognizes turtle as a mammal (it has 4 legs, lives on land, but hatches from eggs) and classifies lungfish as mammals (they live on land during droughts). This demonstrates the need for a designer to set weights carefully and completely and monitor outputs consistently.

Figure 4.19  Program working to identify a bird.

Figure 4.20  Program working to identify a fish.
4.8 Rivalry in Neural Networks

In practical applications, a network sometimes requires an additional mechanism known as rivalry between neurons to improve its performance. In essence, the technique involves a competition that produces a winner. In our animal recognition example, an element would compare all the output signals select a winner—the neuron with a highest value of output signal. Selecting a winner may have consequences (as we will see in the discussion of Kohonen networks in Chapter 10). In most cases, the output signals of a network are polarized. Only the winner neuron can output its signal; every other output is zeroed. This is known as the winner-takes-all (WTA) rule. It simplifies the examination of networks that involve many outputs but presents a few disadvantages as noted.

We can introduce the element of rivalry into our Example 02 program simulating the recognition of animals. At the start of the program, select Show the winner. After processing the input data, the program will mark in red the neuron producing the highest output value (the winner). Examples appear in Figure 4.21 and Figure 4.22.

Note that we assume that only the positive value is a basis for a decision during a neuron competition. If every output signal is smaller than the value marked in the program as a threshold (set as you wish), the output signal should be a no-recognition signal.

We suggest you use program Example 02 to perform experiments involving rivalry of neurons. Despite the simplicity of a linear network, it functions effectively and provides answers as text instead of numbers that require further interpretation. These networks have limits as well that will be covered in subsequent chapters.

4.9 Additional Applications

The purpose of the network described in this chapter was to recognize some sets of information treated as a set of features of recognized objects. However, it is not the only application for a simple single-layered network consisting of neurons with linear characteristics. Networks of this type are
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often used for purposes such as signal filtering (especially as adaptive filters with properties that change according to current needs).

These networks also have numerous applications in signal transformation (speech, music, video, and medical diagnosis such as electrocardiogram, electroencephalogram, and electromyogram instruments). Such networks can extract a spectrum of a signal or arrange input data using the principal components analysis method. These are only a few of many examples. Even a simple one-layer network can handle many types of applications.

All decisions of a network are made by a set of weights for every neuron. By setting the weights differently, we change the way a network works. In the same way, changing a program makes a computer work differently. In the examples described previously, we used a set of weights chosen arbitrarily. We had to determine a weight value for every neuron. This, of course, may be interpreted as a change of a work program for a network.

For a network containing few neurons that allows simple and obvious interpretation of the weight factors (as in our example of animal recognition), this “manual” programming can produce good results. However, in practical applications, networks contain many elements. It is thus impossible to determine the parameters of a single neuron and follow its operation. That is why more useful and flexible networks choose their own weights in the process of learning. Chapter 5 is dedicated to a vital aspect of neural network design: teaching.

Questions and Self-Study Tasks

1. Which of the following properties do a neuron’s weights and the input signals need to generate an output signal? Strong and positive? Strong and negative? Close to zero?
2. How can you make a neuron to favor one of its inputs (e.g., make the color of a flower more important than its fragrance)?
3. How can you interpret the positive and the negative values assigned to every input of a neuron?
4. How can you interpret the positive and the negative output signals of a neuron?
5. Does a neuron having all negative input values always generate a negative output signal?
6. Is there any limit to the number of neuron input signals?
7. Does the network modeled in the Example 02 program recognize a dolphin as a mammal or a fish?
8. What can be achieved by rivalry of neural network?
9. What animal group will a bat be assigned to by the network modeled in the Example 02 program?
10. Does the network modeled in the Example 02 program recognize that dinosaurs were not mammals, birds, or fish? They were reptiles but the example has no reptile category. Which animals known to the network do dinosaurs most closely resemble?
11. Does a network competition always have a winner? Is the answer good or bad?
12. Advanced exercise: In a neural network recognizing animals, add additional classes such as predators or herbivores and extra data describing features (sharpness of teeth or bills, speed, etc.).
Chapter 5

Teaching Simple Linear One-Layer Neural Networks

5.1 Building Teaching File

This chapter explains how to teach the simplest neural networks. Theoretical knowledge often gained from reading algorithm descriptions is completely different from hands-on practical knowledge gained from designing an activity and seeing the results. Chapter 4 covered research involving the simplest networks. We built a simple linear network and conducted some research to demonstrate how neurons and networks behave. The experiments in this chapter will expand your knowledge of linear networks.

We will explain linear networks and discuss the limitations imposed by their simple structures. For our purposes, linear networks are easier to teach, they perform certain tasks very well, and their results are easy to analyze. Chapter 6 will cover the more complex nonlinear networks.

We will start with the easiest of the easy tasks: teaching a single neuron. To achieve this, we will use the Example 03 program that allows us to teach a simple linear neuron (Figure 5.1) and conduct simulation research. However, before we input data and attempt to modify the program, some introductory remarks are appropriate.

During the experiments involving the work of a single neuron serving as an entire network, we input all the needed signals; this gave us full control over the experiment. Working with a larger network performing more difficult tasks is a far different endeavor. Sometimes hundreds or thousands of experiments are needed before a reasonable result appears from the initial chaos. Of course, only a masochist will enter the same data thousands of times to teach a network how to generate a correct task solution.

Therefore, we assume that a teaching process is based on a set of teaching data created by and saved on a computer. The set should include input signals for all the neurons in the network and the models of the correct (required) output signals. The teaching algorithm will use
these signals to simulate real network behavior. In our programs, the format of teaching data will be as follows:

- Explanatory comments
- Set of input signals
- Set of models of correct output signals

We assume that the input signals will include five element vectors (including five signals for five inputs of the analyzed neuron) and only one model of the correct output signal because we can temporarily use only one neuron. These network parameters are placed in the first line of the teaching sequence file. A teaching sequence can be as long as you wish. In fact, the more examples with correct solutions you show a network, the better the results. Hence, the file containing all this information may be very large. For a program to teach one neuron, we recommend the use of the following file:

```
5, 1
A typical object that should be accepted
3, 4, 3, 4, 5
1
A typical object that should be rejected
1, -2, 1, -2, -4
-1
An untypical object that should be accepted
4, 2, 5, 3, 2
0.8
An untypical object that should be rejected
0, -1, 0, -3, -3
-0.8
```

The above text is a teaching file for Example 03 and may be found in a file called Default teaching set 03.txt. Example 03 will offer you the teaching file at the start. Of course, you can create your own file with data for teaching a network and connect it to the program described below. A teaching file is required to enable your neuron to recognize different sets of target standards or you can train it to build a model to approximate some relationship between input and output signals, for example, resulting from medical observations or physical measurements.

Remember that this neuron is linear and is able to learn only how to transform signals similarly to mathematical methods. As for example, correlation and multidimensional linear regression methods. You will learn about wiser neurons and more common nonlinear networks later. For
now, we suggest you use our programs to ensure that your neurons work correctly. Later you can work with your own teaching data tailored to your own tasks.

5.2 Teaching One Neuron

We first load the Example 03 program and try to start it. It loads the data from the Default teaching set 03.txt data and tries to classify objects correctly. Object data are recorded in file in the correct order in the form of input signals for the neuron. A neuron can notice an incorrect operation because the Default teaching set 03.txt file has models of the correct answers recorded by the teacher. The program then modifies the weights of the modeled neuron according to the procedures described in an earlier chapter.

This feature teaches the neuron to perform better when given a defined task. During simulated teaching, the screen will display the progress of the process step by step, show how the weights change, and reveal errors. At the beginning, errors are large, of course, as shown in Figure 5.2.

If you are testing the network as you read this (you can go to this phase at any time by clicking Next), you may check its knowledge. However, you will see at the start that the assumption that the neuron should already know the shown objects is incorrect (Figure 5.3).

To allow a neuron to work effectively, it may require more learning. By clicking the Back button, we can return to the previous Teaching window and teach the neuron by clicking the Teach more! button several times. After analyzing errors again, you may find they have not decreased significantly after further teaching (cf. Figure 5.4). You can stop teaching and try to estimate network knowledge by using the example again. The results should be better (Figure 5.5). The results of advanced teaching are shown in Figure 5.6.

During advanced teaching, the network definitely rejects objects that are only similar to the objects from teaching set and should be rejected as shown in Figure 5.5. During teaching, you can review the history of the process that appears on request in the form of a changing network error.
The result is not satisfactory after one step of teaching.

You can "teach the neuron more" by coming back to the teaching window.

Progress of teaching process can be observed instantly by looking at error value.

Figure 5.3 Failure of a poorly trained neuron; weak recognition of object by network.

Figure 5.4 Advanced stage of teaching characterized by small values of errors at every step and minimal decreases after teaching.
value chart. This useful and instructive chart can be used at any time by clicking the History button. The program demonstrates errors as primary elements influencing the teaching process and weight values before and after teaching process correction.

Using a small number of “unshuffled” teaching data will limit the uses of a single-layer network. Such networks are not recommended for complex tasks. However, simple tasks like those presented in the Default teaching set 03.txt file allow a neuron to learn quickly and effectively. Keep in mind that a correctly trained neuron should create a target standard object in the form of suitable weight values. They must be recognizable so that you can determine immediately whether the teaching process is effective.

We will now describe a dynamic teaching process. The earlier presentations demonstrated significant progress in the area of improving the neuron performance. As learning speed decreases, we want to work on decreasing network errors. Figure 5.7 shows the typical characteristics of one neuron after error values are changed during teaching.

Figure 5.6 Network is able to generalize during advanced teaching period.
Let us try to check the progress of the teaching process in your experiments. You will obtain different characteristics of teaching in the following experiments despite using the same set of input data. The reason is that a neuron starts from a different randomly drawn initial weight value every time it operates.

The Example 03 program is user friendly. It will allow you to experiment with a neuron by interrupting teaching to examine the neuron and see how it behaves after using trial signals that are similar to the signals it was taught. You can then return to the interrupted teaching process to “tune up” the neuron, then examine it again. You can teach a neuron a few rudiments, examine it, teach it again, check its progress, and so on. We suggest successively longer periods of teaching between examinations because changes over time become less noticeable.

Experiments are worth conducting because they produce substantial and detailed information. Furthermore, they are based on simple examples that demonstrate the most impressive feature of a neural network—its ability to learn and generalize great amounts of data.

5.3 “Inborn” Abilities of Neurons

It is advisable to understand how “inborn” abilities influence teaching effects. To achieve this aim, you should repeat the teaching process several times by starting the program from the beginning and observing the changes that occur. Random setting of initial weight values will enable you to observe different paces of teaching neurons using the same input data. Some neurons learn instantly and some require lengthy teaching. Neurons occasionally produce unsatisfactory results despite intensive teaching. This occurs when they must overcome “inborn preferences” while learning.

This effect may be surprisingly large. We suggest readers conduct a few experiments with the suggested program by changing the range in the text of program where initial random weight values are set. You start by setting initial parameters of weight neuron value other than those assumed in the InitializeTeaching() klasy ProgramLogic method.

Unfortunately this experiment requires a review of the program text, changing one of its instructions, and then making another compilation; it is suitable for more advanced readers.
Instead of using `examinedNeuron.Randomize(_ randomGenerator, -0.1, 0.1)`, you can apply the `examinedNeuron.Randomize(_ randomGenerator, -0.4, 0.4)` instruction.

The initial weight values will undergo a wider range of changes and thus exert more influence on teaching and on the results. By starting the teaching process several times with the same data, you can easily observe how strong the influence of the random initial weight value is. The neuron will learn in a completely different way every time. You will be able to recognize the unpredictability of the learning process and its results as well.

The network used in the experiments described in this chapter is small and simple. Its assigned task is not difficult. If you are solving very complex tasks in a large network, the addition of many random effects (investigated in the described program) can lead to unforeseen network behavior. The effect may amaze users who trust the infallible behavior repetition of numeric algorithms used in typical computer programs.

### 5.4 Cautions

The simple demonstration suggested above can act as a testing ground for investigating one more important factor influencing the teaching process, namely the influence of teaching ratio value (pace) on the outcome. This factor can be changed in the teaching ratio field of the Example 03 program.

By assigning a larger value, for example, using a ratio of 0.3 instead of the 0.1 used in the program, you can get faster teaching results, but the network may become “nervous” because of sudden weight value changes and unexpected fluctuations. You can try to use a few new values and observe their impacts on the teaching process.

If you set too high a value of a factor, the teaching process becomes chaotic and does not yield positive results, because neurons will be “struggling” between extremes. The final result will be unsatisfactory. Instead of improving its results, a neuron working with values set too high will generate many more errors than expected.

On the other hand, a too-low teaching ratio value will slow teaching considerably. The user will become discouraged by the lack of progress and abandon the method to seek more effective algorithms. All experiment results on artificial neural networks should be interpreted in light of situations that arise in a real teaching process. The teaching ratio value expresses “strictness” of a teacher to a neuron. Low values indicate a lenient teacher who notices and corrects teaching errors but does not demand correct answers. As shown in earlier experiments, such indulgence can yield poor results.

A very high teaching ratio value is equivalent to a too-strict teacher and this extreme may be detrimental also. Very strict punishments imposed on an apprentice after a mistake create frustration. The situation is the same as a neuron “struggling” from one extreme value to another without making real learning progress.

### 5.5 Teaching Simple Networks

The natural course is to proceed from teaching a single neuron to teaching an entire network. The Example 04 program is designed for this purpose. It is similar to Example 03 designed for a single neuron and is also easy to use. You also need teaching set data to conduct experiments with this
program. It is available in the Default teaching set 04.txt file. The content of the teaching set appears below:

5, 3

A typical object that should be accepted by the first neuron is

3, 4, 3, 4, 5
1, -1, -1

A typical object that should be accepted by the second neuron is

1, -2, 1, -2, -4
-1, 1, -1

A typical object that should be accepted by the third neuron is

-3, 2, -5, 3, 1
-1, -1, 1

An untypical object that should be accepted by the first neuron is

4, 2, 5, 3, 2
0.8, -1, -1

An untypical object that should be accepted by the second neuron is

0, -1, 0, -3, -3
-1, 0.8, -1

An untypical object that should be accepted by the third neuron is

-5, 1, -1, 4, 2
-1, -1, 0.8

An untypical object that should be rejected by all neurons is

-1, -1, -1, -1, -1
-1, -1, -1

The program indicates the state of teaching process and values of particular variables with a little less detail than that shown in Example 03. Using a larger number of neurons generates a too-precise view of each neuron’s results. In essence, you would receive too much information and find it difficult to extract the essential data from the results. The insights provided by Example 04 program are more synthetic. Results from three neurons are apparent instantly, as shown in Figure 5.8.

The critical aspect of teaching is progress of the learner. You can view the progress of the teaching process by comparing Figure 5.8 and Figure 5.9 that depict network condition at the beginning and end of teaching, respectively.
Figure 5.8  Network condition at beginning of teaching in Example 04 program.

Figure 5.9  Network condition at end of teaching in Example 04 program.
The Example 04 program shows network behavior (Figure 5.10) and allows a user to judge whether a network works correctly. The figure indicates that the network after teaching correctly handled an object that was not shown in the teaching data, but is similar to the object the neuron was taught to recognize.

Notice from examination that only the first neuron has a positive value of output signal. This clearly points to the fact that the recognition process proceeded successfully. However, the ambiguity of this situation caused Neurons 2 and 3 (that should have rejected the object) to have doubts indicated by their uncertain answers. This situation is typical.

Utilizing the generalization of knowledge concept during teaching usually allows a user to detect uncertain network behavior. From a neuron’s view, it is easier to achieve success (correct positive recognition) than to strive for certainty and reliability in cases that should have been rejected.

During the observation of network teaching, you can surely notice that some of the demands made in the form of suitable examples included in teaching data are solved easily and quickly and others are far more difficult to solve. The recognition tasks in the Default teaching set 04.txt file are easy for a neuron. However, teaching neurons to reject objects is a more difficult task. Figure 5.11 shows an advanced stage of the teaching process, where recognition of specific objects happens correctly and the object that should be rejected is still causing trouble.

Moreover, repeated unsuccessful attempts of adapting the network to solve this difficult task will lead to deterioration of the current skill of the network for solving elementary tasks. This implies typical object recognition.

If you encounter this situation in practice, instead of struggling and teaching the network unsuccessfully for a long time, consider reformulating the task. It may be more useful to prevent the problem. Usually the removal of one or more troublesome examples from teaching data radically improves and accelerates the process. You can check the extent to which this method improves learning by removing the proper fragment from the Default teaching set 04.txt file and teaching the network again without the troublesome element(s). You will certainly notice an improvement in the speed and effectiveness of teaching.
5.6 Potential Uses for Simple Neural Networks

The networks we investigated in this chapter are not the largest or most complex neurocomputers ever built. For many readers they will appear almost primitive. However, even simple networks show interesting behaviors and are capable of dealing neatly with fairly complicated tasks. This is simply because collective action of many neurons allows a wide range of varied possibilities. We can certainly see some similarities among single neuron activities and network possibilities. Therefore, we can consider a network a set of cooperating neurons. The behavior of a single neuron can be expanded into an entire network in a very natural manner.

However, networks present some uniquely connected possibilities that individual neurons cannot handle. Networks as simple as those described here enable us to solve multidimensional problems that can create serious difficulties for other mathematical and computational systems. To deal with multidimensional problems, we enlarge network dimensions properly by assuming larger values for a number of inputs and outputs to accomplish some practical tasks.

A network can be designed to model complex systems in which many causes (input signals) influence the production of many results (output signals). You can get an idea of the wide range of these applications by accessing the Google search engine and entering "neural networks modeling." The examples described have been cited almost 30 million times. That indicates huge numbers of practical applications for a single neuron!

Along with creating neuron models of complex systems, we can use simple linear neural networks like those described here for adaptable signal processing. This is another huge area of application revealed by a Google search of "signal processing."

Digital signal processing led to computer and neuron processing for many more types of signals, for example, speech transmission by phone, pictures recorded by camera or video equipment, modern medical diagnostic technologies, and automatic industrial control and measuring equipment. We should take a short look at this interesting discipline, because signal filtration represents...
a viable application for neural networks. By filtering signal noises that impede perception, accurate analysis and interpretation of data are possible.

5.7 Teaching Networks to Filter Signals

Imagine that you have a signal containing some noise. Telecommunication, automation, electronics, and mechatronics engineers are challenged daily by such signals. If you ask an expert how to clear a signal from noise, he or she will tell you to use a filter. You will learn that a filter is an electronic device that stops noise and allows useful signals to pass. Because filters work well, we have efficient telephones, radios, televisions, and other devices.

However, each expert will confirm that it is possible to create a good filter only when the noise has some property that is not present in the useful signal. If a signal component has this property, it should be stopped by the filter as noise. Otherwise, the component will be allowed to pass. The technique is simple and effective.

However, to design an effective filter system, you must understand the undesirable noise in your signal. You cannot create a filter without this information because the filter must “know” what information to stop and what to pass. Without the necessary knowledge, you will not create a filter, because the filter does not know which information should be kept and which should be stopped. In many cases, you may not know the source of the noise or its properties.

If you send a probe rocket far into space and its mission is to gather signals describing an unknown planetoid, you do not know what rubbish may be attached to signals from the probe during its journey over millions of kilometers. Is it possible to create a filter in this situation?

It is possible to separate a useful signal from unknown noise by using adaptive filtration. In this case, adaptive means teaching the signal receiving device the rules for separating signals from noise. Neural networks can be trained to filter select signals from noise. Samples of disturbed signals are treated as input signals for the network and “clean” signals are used as output signals. After some time, the network will learn to differentiate undisturbed output signals from disturbed ones and will work as a filter.

Let us consider a real example. We will use standard sinusoid signals, both “clean” and disturbed. These signals, in the form of a file that allows to teach networks, can be created by the Example 05 program. This program automatically produces a data file called teaching_set that may be used to teach a simple network. The window for modifying the required parameters to generate this file appears when we start the Example 05 program.

Figure 5.12 shows the window. Unfortunately, the program requires you to input network size, expected noise value (noise level measure), frequency, and number of teaching steps.

The number of details needed may discourage you from working with this program, but the process of compiling the necessary values is not as complex as it seems.

Each window in the display shows selected values that have been tested to ensure the program works well and produce interesting effects. Therefore, if you do not have values in mind, you can choose the default settings by clicking the Apply button. When you are more comfortable with the program, you can change the values and observe the results.

The Example 05 program provides a great deal of freedom. The default values can be removed at any time by clicking the Cancel button. You can restore all the settings by using the Default button. Although the program appears unfriendly at the start, its operation is straightforward. The system will let you observe as a network teaches itself to filter signals. The program demonstrates all the steps and depicts the unfiltered signal (Figure 5.12) and the post-filtered signal without
noise (Figure 5.13). To access these views, select the reference or noisy option from the Show signal group in the right margin displayed on the screen.

The first results of filtration after few steps are not very promising (Figures 5.14 and 5.15), but the constant teaching of the network (by repeatedly clicking the Next button) trains it to filter signals nearly perfectly (Figure 5.16). The teaching process can proceed automatically or step by step. The program allows you to view the various operations or proceed directly to view the filtered signal by making the appropriate choice of simulation mode.

You may find it helpful in early experiments with the program to observe the individual steps of the teaching process by choosing the manual mode. During experiments, it is possible to modify the number of steps (by using the Menu → Configuration option on the upper edge of the window) and use the automatic mode to specify 50 or 100 steps. The results are very informative and worth the effort.

As you can see from the figures, a network really learns and improves its work. After a fairly short time, it erases disturbances in signals easily. The filter effectiveness resulting from teaching can be evaluated by viewing the signal during the process (Figure 5.17). After sufficient teaching, a network learns to filter signals and performs the task well.

The most difficult task is to teach a network to reproduce a signal in a situation in which the values of the standard signals are small or equal zero. Therefore, it is possible in Example 05 to use two versions of network teaching (1) with the original sinusoid signal and (2) after movement of the sinusoidal signal in such a way that the values processed by the network may be only positive.
You select an option from the Choose case menu on the right side. At the beginning, the “with displacement” results appear to be worse (see Figure 5.18). However, persistent network teaching yields much better results (Figure 5.19). The observation of network behavior under all these conditions will help you detect and analyze the causes of possible failures when you use networks to perform far more complicated tasks.
Figure 5.15  Results of signal filtering after five steps of teaching.

Figure 5.16  Results of signal filtering after 20 steps of teaching.
Figure 5.17  Estimation of effectiveness of signal filtration after 20 steps of teaching.

Figure 5.18  Results of filtration of moved signal after one step of teaching.
Keep in mind that linear networks represent the “kindergarten” level of the neural network field. Think of the linear network as a warm-up for a big event—creating a multilayer network from nonlinear neurons—the subject of the next chapter.

Questions and Self-Study Tasks

1. Why during network teaching of complicated tasks do we use a teaching set saved on a disk instead of using a mouse or keyboard?

2. Figure 5.4 depicts teaching progress history. Why does it exhibit frequent and sudden fluctuations? Did something cause the neuron to “go crazy” from time to time?

3. Based on the experiments described in this chapter, estimate the degree to which the teaching of a specific behavior exerts influence on the final result. Also, estimate the degree to which a neuron’s “Inborn abilities” resulting from a random initialization of the network parameters influence its work? Do these analyses allow you to draw some practical conclusions about the influence of your education on your career?

4. Try to determine by several experiments using the Example 03 program the best teaching ratio value for the task solved by the network. In another task described by a completely different teaching set, will the optimal value of teaching ratio be the same or different?

5. When should you use larger teaching ratio values: in tasks that are easy to solve or tasks that are difficult and complicated?

6. Try to invent and use another teaching set cooperating with the Example 04 program. Use the Notepad program of Windows or the specialized Visual Study tool. Save the new content in the Default teaching set 04.txt file. Try to master Example 04 until it becomes a valuable tool that enables you to solve various tasks based on a teaching set you randomly select.
7. Prepare a few files with different teaching sets for different tasks and compare the results after a network is taught. Establish the degree of task difficulty (based on the similarities of data sets that the network must distinguish) that influences the duration of teaching and frequency of network errors after teaching is complete. Try to find a difficult task that the network will be unable to learn no matter how much it is taught.

8. Examine how the teaching of the Example 04 program proceeds in relation to initial weight value, teaching ratio, and various modifications of the teaching set.

9. A neural network that learns adaptive signal filtration has at its disposal a signal disturbed by noise and a standard undisturbed signal. Why is the disturbed signal not used as a model during network teaching?

10. Figures 5.18 and 5.19 show that the filtration conducted by Example 05 program is better in the upper part of chart than in the lower section. Why?

11. Advanced exercise: The Example 03 program uses a teaching neural network to create a classifier (a network that receives a specified set of input signals and produces an output signal that could be interpreted as acceptance or rejection of an object described by data). Examine how this program will behave when it is forced to learn a more difficult trick: calculation of a definite output value based on input data values. This network can work as a model of some simple physical or economic phenomenon. The following is an example data set in the form of Default teaching set.txt, for which this model can be created. Only two inputs are assumed in an effort to minimize the use of teaching data.

2, 1
Observation 1

3, 4
-0.1
Observation 2

1, -2
0.7
Observation 3

4, 2
-0.2
Observation 4

0, -1
0.3
Observation 5

4, -5
1.9
Observation 6
-3, -3
0.6

Observation 7
-2, -4
1

Observation 8
3, -2
0.9

Observation 9
-1, -1
0.2

Make sure the program provides correct solutions for a data set other than the one used during teaching, knowing that the teaching data were based on the \( y = 0, 1 \times 1 - 0, 3 \times 2 \) equation.

12. Advanced exercise: The Example 05 program illustrates the work of an adaptive filter based on teaching a neural network instead of a working program designed for practical uses. The same network can be used to filter other signals, for example, electrocardiogram records. This signal in digital form is not at your disposal so try to use a properly modified network for other signals, for example, filter a sample of sound in the form of a WAV or MP3 file. How can a similar adaptive filter network be used for picture processing?
Chapter 6
Nonlinear Networks

6.1 Advantages of Nonlinearity
Linear systems (both neural networks and other linear devices in general) are well known for their predictable nature and use of simple mathematical descriptions to lead easily to solutions. You may wonder why we leave the comfortable area of linear networks and move on to complex nonlinear networks. The most important reason is that networks of nonlinear neurons are able to solve more varieties of problems. Linear networks can solve only a single class of problem—one in which the correlation between output and input signals is linear. Nonlinear networks are far more flexible.

If you are adept at mathematics, you will understand what the problem is, but don’t worry if mathematics is not your strong suit because this book contains no mathematical formulas. And nothing is extraordinary about a network created from linear neurons that deals only with linear functions. One mathematical concept is required here: for a linear transformation, we can use a transformation matrix to obtain an output based only on input signals. Output signals act as vectors. Because that explanation may not be clear, we are going to compare linear and nonlinear transformations by demonstrating their basic properties of homogeneity and additivity (also called superposition).

Homogeneity serves as both a trigger and a result. If an argument is multiplied by a factor, the result is multiplied by some power of the factor. What the cause and result represent in the real world does not matter. If you know a cause, you can predict a result because you understand the rule and the correlation of cause and result.

Multiplicative scaling behavior is, however, not the only possible linear correlation. The real world contains many examples of correlations that do not involve multiplicative scaling. For example, you know that the more you study, the better your grades are; we make a direct correlation between your efforts and your grades. This is a simple type of transformation. However, we cannot say that your grades will be twice as good if you learn twice as much material. In this case, the correlation between efforts and grade is nonlinear because it is not homogeneous.

The other requirement is additivity—another simple concept. When investigating a transformation, you check how it behaves after triggering it and check again after the cause (trigger) is modified. You know the end results for the first and second triggers. The next step is to predict the result if both triggers work simultaneously. If the result is the exact sum of the results we
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got using triggers separately then the phenomena (and the transformation or function we study) is additive.

Unfortunately, many processes and phenomena that are additive are simply not common in nature. If you fill a pitcher with water, you can put flowers in it. If the pitcher with flowers falls from a table, it will lie there. If you fill a pitcher with water and it falls from the table, you cannot put flowers in it. A pitcher full of water falling from a table will break. The break is thus a nonlinear phenomenon that cannot be predicted as a simple sum of activities that were studied separately.

When creating mathematical descriptions (models) of systems, processes or phenomena, we prefer linear functions because they are easy to use. Linear functions can create simple and efficient networks. Unfortunately, many functions cannot be put into “frames” of linearity. They require complex nonlinear mathematical models. A simpler answer is creating nonlinear neural networks that model the systems, processes or phenomena to be examined. Such neural networks are powerful and efficient tools. A huge multilevel linear network can correlate any types of inputs and outputs as a result of basic mathematical theorems about function interpolation and extrapolation developed by Andrei Kolmogorov, a great Russian mathematician.

We will not go into detail here because the modeling problem is highly theoretical and mathematical. For now, we assure you that the superiority of nonlinear networks over linear ones is a practical problem, not an academic issue. Nonlinear networks can solve many problems that linear networks cannot handle. The program we will study in this chapter will make that point clear. We suggest you experiment with other programs to examine how nonlinear networks work and what they can achieve.

6.2 Functioning of Nonlinear Neurons

We start with a simple program that shows how one nonlinear neuron works. Figure 6.1 illustrates the structure. The Example 06a program that models a nonlinear neuron is analogous to the Example 01c program we used earlier to explore how a linear neuron works. The Example 06a program will demonstrate step by step how a simple nonlinearly characterized neuron works. It starts by asking the user to choose between unipolar and bipolar characteristics (Figure 6.2) from the Neuron type field. You can set the amount of neuron input, but at this point we recommend accepting the default value of 4 and clicking on the Next button.

The concept of the unipolar characteristic is simple: the output signal is always non-negative (usually 1 or 0 and certain nonlinear neurons can yield output values between these extremes). Bipolar characteristics allow a user to obtain either positive or negative signal values.
(usually +1 or –1, but intermediate values are possible). Figure 6.2 compares unipolar and bipolar characteristics and demonstrates the differences.

We should add one more qualification. Biological neurons such as those in your brain do not recognize negative signals. All signals in your brain must be positive (or zero if you are inactive). Therefore, the unipolar characteristic is more appropriate for achieving biological reality. Technical neural networks are different in that they are intended to act as useful computational tools instead of serving as accurate biological models. We want to avoid situations that allow 0 signals to appear in a network, especially when signals generated by one neuron are treated as inputs for other neurons within the same network. A network learns poorly if it encounters 0 signals. Remember the example of filtering signals discussed in Chapter 5.

The ability of bipolar structures to accept 0 and 1 expands their utility. We also use two other signals labeled +1 and –1. Look more closely at Figure 6.2.

Using the Example 06a program, you will note that nonlinear neurons are more categorical than linear neurons. Figure 6.3 depicts conversations with the program. Neurons and networks react to input signals in a subtle and balanced way. Certain combinations of input signals induce

![Figure 6.2](image)

**Figure 6.2** Nonlinear neuron characteristics: unipolar (left) and bipolar (right).

![Figure 6.3](image)

**Figure 6.3** (a) Beginning of conversation with Example 06a program. (b) Next stage of conversation with Example 06a program. (continued)
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a strong reaction (high output signal), whereas other inputs produce far weaker reactions or cause a network to be almost totally unresponsive when output signals approach 0.

Unlike the subtle linear neurons, nonlinear neurons work on an all-or-none principle. They can react negatively to certain combinations of signals by generating –1 outputs. Sometimes a minimal change in input signals is enough to make a neuron output signal become completely positive and change to +1 as shown in Figure 6.4.

While Example 06a is primitive, its operations are similar to those of a biological brain. A few simple experiments like those carried out with linear neurons will help you to understand how the program works and see how this type of network performs like a real nerve cell.

6.3 Teaching Nonlinear Networks

The Example 06a program involved a neuron whose output accepted two values associated with the acceptance (recognition) of certain set of signals or totally rejected them. This acceptance or rejection limitation is often connected with recognition of an object or a situation. Thus the neurons in the network we examined in Example 06a are often called perceptrons. They generate only two output signals: 1 or 0. In neurophysiology, this choice by a biological neuron is known as the everything-or-nothing rule. The Example 06a program follows this rule and we will use it to build all the networks described in subsequent chapters.

We now consider how to teach and work with a group of bipolar neurons by studying a simple single-layer network of bipolar neurons described in the Example 06b program. To teach a network from this program, you can use the Default teaching set 06b.txt file linked with example 06b. The file may have the following structure:

5, 3

Figure 6.3 (continued) (a) Beginning of conversation with Example 06a program. (b) Next stage of conversation with Example 06a program.
A typical object that should be recognized by the first neuron is

\[ 3, 4, 3, 4, 5 \]
\[ 1, -1, -1 \]

A typical object that should be recognized by the second neuron is

\[ 1, -2, 1, -2, -4 \]
\[ -1, 1, -1 \]

A typical object that should be recognized by the third neuron is

\[ -3, 2, -5, 3, 1 \]
\[ -1, -1, 1 \]

Contents of a similar file were discussed in Chapter 5 so we will not repeat the details here. You can review Chapter 5 if you need clarification. Comparing the above file to the one used earlier, we observe that a small number of examples is sufficient because a nonlinear network can learn very quickly. Usually only one step of learning is sufficient to eliminate errors (Figure 6.5). On average, a nonlinear network is taught fully after six or seven steps and is ready for examination. These networks learn quickly and thoroughly.

The effect of the knowledge generalization in neural networks is an important issue. What would be the benefit if you taught a neural network a series of tasks with the correct solutions and later find that it is unable to solve tasks beyond those it learned earlier? What you really need is a tool that learns to solve tasks from a teaching set and later can be used to solve other tasks by applying knowledge generalization. Knowledge generalization means that learning on a limited number of examples not only gains the knowledge necessary for solving these examples, but also can solve other unknown problems similar to those used during learning.
Fortunately, neural networks can generalize knowledge (Figure 6.6) and skillfully solve tasks similar to those included in a teaching set if the tasks are based on the similar logic of the relationships between inputs and outputs. Generalization of knowledge is one of the most important features of neural networks. For that reason, we encourage you to change input data on which teaching is based. We recommend that you try to “bully” a nonlinear network in various ways to assess its capabilities and compare its performance with performances of linear networks.

6.4 Demonstrating Actions of Nonlinear Neurons

The outputs of neural networks built from nonlinear neurons can be interpreted easily by drawing the so-called input signal space and indicating which values of the signals trigger positive responses (+1) and which ones trigger negative responses (–1) of neurons. Assume we want to interpret input signal space data.

Figure 6.5 A nonlinear network succeeds in removing most errors after the first step of teaching.

Figure 6.6 Nonlinear network effectively generalizes knowledge gained during teaching.
Each point inside the large square created by Example 06c represents a set of data (equivalent to the horizontal and vertical coordinates of the position of a point) composed of input signals of a neural network. The analyzed network is the brain of a hypothetical animal equipped with receptors for sight and sound (Figure 6.7). The stronger the signal received by the sight receptor, the more the point drifts to the right. The stronger the sounds are, the higher the location of the point.

The bottom left corner of the figure represents the conditions of silence and darkness (bedroom). The upper right corner indicates maximum sound and light conditions, for example, in a city’s main square at noon. The upper left corner may represent a disco because conditions are dark and loud. The bottom corner is sunny and quiet, like a beach. You can imagine similar analogies for other points in the square. All the situations in the figure can be perceived by the hypothetical animal as positive (the point will show intense red color) or negative (blue); see Figure 6.8.

Imagine that the brain of our modeled animal consists of a single nonlinear neuron. Obviously, the neuron must have two inputs to accommodate the receptors for sight and sound. The two weights must be determined for each receptor. For example, when the first
weight (sight) is positive, the animal may like lighted surroundings. A negative value may cause the animal to hide in a dark corner. The same procedure can be used with the second weight (sound), allowing you to determine whether the animal prefers peace and quiet or heavy metal concerts.

After your animal is programmed, it will be tested by exposure to different combinations of two input signals. Each initial combination of signals can be treated as an indication of a specified environment where the animal is placed. The properties of this environment are symbolized by a point on the plane of the picture. The value of the first signal (lighting) indicates the $x$ axis of the point. The value of the second signal (sound) is the $y$ axis. The neuron makes its decision based on the basis of input signals. A +1 indicates a type of environment will be accepted by the animal; –1 indicates rejection by the animal.

Try to prepare a map depicting the preferences of your neuron by coloring the points accepted by the neuron (+1 output) in red and indicated the rejected (–1) points in blue. The Example 06c program will perform this exercise for you. You must first provide all the weights to define the preferences of your neuron (Figure 6.9). You can then check the values (+1 or –1) generated by the neuron at its output at specific points on its input signal plane. The program is very useful because it performs calculations, draws a map, and generates the required input signals for neurons and provides their coordinates (Figure 6.10).

If you want to monitor the positions of new points on the screen, you can press the “Show one random point” button. A currently generated point is already marked by its coordinates projected onto the axes so it can be easily distinguished from the points generated earlier. While checking the position of a new point, you may wonder why the neuron accepted or rejected it. Data for the present point are shown on the line below the picture. Many points will be needed to create a map that would indicate precisely the areas of input signal planes where the responses were positive.
and negative. Pressing the “Show multiple points” button will switch the program into continuous mode in which the subsequent points are automatically generated and displayed on the map. You can always switch back to the previous mode by aborting the process with the Stop button. Eventually, the outline of the areas with the positive and negative responses of the neuron will appear (Figure 6.11).

The border between these areas is clearly a straight line; it may be said that a single neuron performs a linear discrimination of the input plane. However, that statement refers only to what you will see on the screen while conducting the experiments described here.

If you wish to see the map of the neuron response without the effort of generating the points, the Example 06c program allows you to do so by using the “Show the entire plane” button (Figure 6.12). One interesting experiment is to change the nonlinear characteristic of a neuron by choosing another option from the “Transfer function type” list.

Figure 6.10 Color (in ebook) presentation of neuron response to input signal.

Figure 6.11 Screenshot of Example 06c after generating many points.
6.5 Capabilities of Multilayer Networks of Nonlinear Neurons

One neuron (or one layer of neurons) may distribute two input signals by the boundary line in two-dimensional space as a straight line. By appropriately combining such linear bounded areas and properly juxtaposing them, you can obtain virtually any values of aggregated output signals at any points of input signal space. The neural network literature often contains the somewhat misleading claim of using neurons to generate arbitrarily accurate approximations of all kinds of functions.

This is not possible for a single layer of neurons, as shown by theorems of Cybenko, Hornik, Lapedes, Farber, and others. Scientific reason indicates that the use of multiple layers is necessary in such cases because structural elements forming the desired function built by learning neurons must be collected at the end by at least one resulting neuron (usually linear). This means that networks described as universal approximators in fact contain at least two and often three layers.

Bold statements that networks can approximate any function irritate mathematicians who then attempt to devise functions that neural networks cannot master. The mathematicians are correct in that a neural network does not have a chance with certain types of operations but nature is more generous than mathematicians. Real-world processes (physical, chemical, biological, technical, economic, social, and others) can be described by functions that exhibit certain degrees of regularity. Neural networks are able to handle such functions easily, especially if they consist of multiple layers.

Clearly a network consisting of multiple layers of neurons has much richer potential than the single-layer network discussed above. The areas where neurons will positively react to input signals can have more complicated forms. Two-layer networks contain convex polygons or their multidimensional counterparts called simplexes. Neural networks with more layers may contain both convex and non-convex polygons or even connected areas composed of many separate “islands.”

The Example 06D program illustrates this situation. This program allows you to obtain maps such as those built in the previous program faster. Most important, the program works for networks with any number of layers. If you choose a single-layer network, you will see the familiar image of linear discrimination (Figure 6.12).
If you choose a two-layer network, you will see that the network can cut out the connected subspace convex bounded by planes (simplex) in the input signal space (Figure 6.13). A network with three or more layers has no such limitations. The area highlighted by the network in the input signal space can be complicated, not necessarily convex, and not necessarily connected (Figure 6.14). By using Example 06d, you can examine a lot more areas because the program randomly uses properties of the network. This enables you to view variants of the shapes described above.

It is also possible to change the network parameters, including the number of layers, neuron activation function (select Transfer function type), and number of network outputs. The network has other interesting features beyond the scope of this chapter. We encourage you, however, to try and discover all the potential of this program. If you are interested in programming, we encourage you to analyze its code because it is a good example of the art of programming.

Figure 6.15 and Figure 6.16 produced by this program clearly show how the growing number of network layers increases a system’s ability to process input information and implement complex algorithms expressing the relationships of input and output signals. These phenomena did not occur in the linear networks we discussed earlier. Regardless of the number of layers, a linear network realizes only linear processing operations of input data into output data so there is little
need to build multilayer linear networks. The picture is quite different for nonlinear networks in which increasing the number of layers is a basic operation intended to improve the functioning of the network.

6.6 Nonlinear Neuron Learning Sequence

We now consider the geometrical interpretation of the learning process of a nonlinear neural network. We start from the simplest case—the learning process of a single neuron. As we know, the action of such a neuron is to divide the region of input signals into two regions. In a flat case (e.g., a typical two-dimensional Cartesian space), the linear function will be a straight line but interesting structures will appear in the \( n \)-dimensional space. They are affine varieties of the \( n - 1 \) order or simply hyperplanes. Such surfaces must be precisely to separate input points for which the network should give contradictory answers.

The Example 06e program will allow you to see how learning of a nonlinear neuron takes place and how the boundary is changed automatically from the random position set at the beginning.

Figure 6.15 Exemplary area of reaction of neural network with two layers.

Figure 6.16 Exemplary area of reaction of neural network with three layers.
to the optimum location to separate two groups of points for which the conflicting decisions were applied during the learning process.

The initial screen of the program shows two sets of points (10 objects each) for sequence learning. Points belonging to one set are shown as small black circles. The second set points are shown as white circles. The collection consists of two clearly separate clusters, but to make the task more difficult, each set contains a single “malicious” point located in the direction of the opposite set. Fitting the boundary line, first between sets, and then more precisely between the “malicious” points located close to each other, is the main task of the learning process. The positions of these points may be adjusted freely by creating an input data file in the Example 06e program, then choosing “Custom set” option in the teaching set to load it (Figure 6.17). An example is presented in the Default teaching set 06e.txt file.

At the beginning, it will be comfortable to run the program with default parameters (Standard set). A slider option allows a change of set location (Vertical gap size). A closer location makes the neuron's task more difficult. When you select Standard set and run the program, you will see the screen shown in Figure 6.18.

The image shows the points mentioned above and the initial random position of the boundary line at the junction of two half-planes marked with different colors. Of course, the initial position
of the boundary line depends on the initial parameters of the neuron. As usual with learning tasks, the neuron’s job is to adjust the weights so that its output is consistent with the qualifying points of the training set given by the teacher.

On the screen, you can see the fixed locations of both sets of points on which the neuron is trained, and also the position of the boundary line that changes during learning. The initial position of this line comes from the assignment of random values to all neuron weights. Such initial randomizing of weight is the most reasonable solution since we have no idea which weight values will be appropriate for the proper solution. Thus we cannot propose a more reasonable starting point for the learning process. For this reason, we cannot predict the location of the line separating our points initially and after modification resulting from learning.

By observing how the line gradually changes position and “squeezes” between the delimited sets of points, you can learn a lot about the nature of learning processes for neurons with non-linear characteristics. Each time you click the “One cycle” button, learning of the desired number of steps in the cycle occurs.

You can change the number of learning steps performed in a single cycle before the next display of the boundary line. This feature is very practical because learning is characterized by rapid progress at the beginning (consecutive learning steps easily shift the boundary line); subsequent progress is much slower. We recommend setting smaller numbers (1, 5, or 10) at the beginning. Later you will have to set “jumps” of 100 and of 500 steps of the learning process between consecutive shows (Figure 6.18).

You do not have to constantly click the “One cycle” button. Pressing the “Continuous” button will instruct the program to follow one cycle until the button is pressed again. The program displays how many learning steps were performed. See the “Step number” feature at the bottom of the application window that allows you to monitor the learning process.

As seen in Figure 6.18, the initial position of the boundary line is far from the target location. As expected, one side of the boundary line displays all points belonging to one set and the other side indicates all points of the second set. The first learning stage (Figure 6.18) is very short—only three shows—but produces noticeable improvement. This trend continues through subsequent steps as more points are separated (Figure 6.19). Unfortunately, Step 51 reveals deterioration of

Figure 6.19 Changes of border line at initial phase of learning process.
learning and more points are located on the wrong side of the boundary line. The network performance deteriorated after it encountered the “malicious” points that are very difficult to separate from points in a set of easily distinguishable data. The next 10 steps fix this crisis in the learning process and generate significant improvement.

Figure 6.20 indicates that learning is finished and was successful because the final line (on the boundary of the red and blue half-plane) separates the set of points ideally. Note that after a network reaches a correct solution, continued learning will not yield anything new. For example, the lines shown after 1600 and 3600 steps of learning are the same. This is natural, because after learning a neuron does not modify the proper (determined by point qualification) values of the weighting factors.

6.7 Experimentation during Learning Phase

Example 06e allows you to conduct experiments in various ways. After you set up the data of interest and the desired parameters, you can change the positions of the individual points or even entire learning data sets. You can also apply one of the learning methods for nonlinear neurons described in the literature: the perceptron based on output signal and its confrontation with the learning data set or the Widrow–Hoff technique that assumes that learning is performed only for linear parts (net value-based learning). You can select one of these from the Teaching method list.

By conducting your own research, you can demonstrate that the Widrow–Hoff method named for its inventors is more robust in some cases. After a few attempts, you will find that almost ideal separation will be achieved more quickly by the Widrow–Hoff method than by the perceptron. The Widrow–Hoff method never stops learning. After finding a correct solution, it reviews it, repairs it, and continues the process.

People behave similarly. Aleksander Gierymski, a famous Polish painter, was never satisfied with his work. After painting masterpieces, he was obsessed with improving them. He erased objects, added new ones, and continued modifying his paintings until they became worthless.
The only remaining works of this great artist were rescued by his friends who forcibly took them—unfinished—from his atelier!

Questions and Self-Study Tasks

1. List at least three advantages that justify the use of nonlinear neurons in solving complex computing tasks.
2. Do linear neurons have unipolar or bipolar characteristics (transfer functions)?
3. What are the benefits of the bipolar transfer functions of neurons? Are they present in the brains of humans and animals? Why?
4. Two commonly used neuron transfer functions are shown in Figure 6.20. Which one is unipolar and which is bipolar?
5. What is the generalization of knowledge phenomenon observed in neural network learning?
6. What limitations must be taken into account for tasks that can be solved by neural networks of (a) a single layer, (b) a double layer, and (c) three layers?

---

**Figure 6.21** Neuron transfer function for question 4.
7. Based on experiments with the classification of points belonging to two classes of sketch graphs, show how the error rates of networks change as they learn.

8. What conclusions do you draw by analyzing the shape of the graph obtained by answering Question 7?

9. Why do repeated learning attempts by the same network based on the same training data usually result in variations of learning processes?

10. Advanced exercise: Try to justify the theorem (which is true) that linear networks with multiple layers can achieve only the same simple mapping of input data to output results as a one-layer network. The conclusion (also true) is that a multilayer structure for a linear network produces no advantage.

11. Build a program that will teach multilayer neural networks to recognize classes built from points placed arbitrarily on the screen by clicking the mouse at certain positions.

12. Build a program that allows a network to classify the input points in five (rather than two) classes as shown in the program used in this chapter.
Chapter 7

Backpropagation

7.1 Definition

In Chapter 6, we discussed some aspects of functioning and teaching a single-layer neural network built from nonlinear elements. Let us continue the analysis now, showing how multilayer nonlinear networks work. They present more significant and interesting possibilities, as we saw from working with the Example 06 program.

You now know how to build multilayer networks from nonlinear neurons and how a nonlinear neuron can be taught, for example, by modifying Example 06. However, you have not yet encountered a basic problem of teaching such multilayer neural networks built from nonlinear neurons: the so-called hidden layers (Figure 7.1). What is the impact of this problem?

The rules of teaching that you encountered in earlier chapters were based on a simple but very successful method: each neuron of a network individually introduces corrections to its working knowledge by changing the values of the weight coefficients on all its inputs on the basis of a set error value. In a single-layer network, the situation was simple and obvious. The output signal of each neuron was compared with the correct value given by the teacher and this step was sufficient to enable the neuron to correct the weights. The process is not quite as easy for a multilayer network. Neurons of the final (output) layer may have their errors estimated simply by a comparison of the signal produced by each neuron with a model signal from the teacher.

What about the neurons from the previous layers? Their errors must be estimated mathematically because they cannot be measured directly. We do not know what the values of the correct signals should be because the teacher does not define the intermediate values and focuses only on the final result.

A method commonly used to “guess” the errors of neurons in hidden layers is called backpropagation (short for backward propagation). This method is so popular that in most programs used to create networks and teaching networks, backpropagation is applied as default method. Other teaching methods, for example, involve an accelerated method of this algorithm called quick propagation and systems based on sophisticated mathematical methods such as conjugate gradient and Levenberg–Marquardt methods.

Backpropagation methods have the advantage of speed but the advantage is available only when a problem to be solved by a neural network (by finding a solution based on its learning)
meets all the sophisticated mathematical requirements. We may know the problem to be solved but have no idea whether it meets the complex requirements.

What does that mean in practice? Assume we have a difficult task to solve. We start teaching a neural network with a sophisticated modern method such as the Levenberg–Marquardt algorithm. If we had the type of problem for which the algorithm was designed, the network could be taught quickly. If the problem does not fit this specification, the algorithm will endlessly lead the network astray because the theoretical assumptions of the algorithm are not met.

The huge advantage of backpropagation is that unlike other techniques, it works independently of theoretical assumptions. While complex clever algorithms sometimes work, backpropagation always works. Its operation may be irritatingly slow but it will never let you down.

You should understand backpropagation because people who work with neural networks rely on it as a dependable partner.

The backpropagation method will be presented through the analysis of the behavior of another program. Before that, however, we must cover one new detail that is very important: the shapes of nonlinear characteristics used in testing neurons.

### 7.2 Changing Thresholds of Nonlinear Characteristics

Chapter 6 discussed neurons based on the all-or-nothing concept. They were based on logical categorization of input signals (true or false; 1 or 0) or on bipolar characteristics (approval or disapproval; +1 or −1). In both cases the transition between two states was sudden. If the summed output signals exceeded the threshold, the instant result was +1. If the output signals were so weak (a condition known as subliminal stimulation), the system indicated no reaction (0) or a totally negative (−1) reaction.

The rule of zero value of threshold was assumed, which meant that the positive sum of input signals was +1 and the negative value was 0 or −1, and this limited the possibilities of such networks. As we discuss the transitions of nonlinear neurons, keep in mind the value of threshold: it need not have zero value.
In the nonlinear models of neurons analyzed in this chapter, the threshold will be released. This will lead to the appearance of moving characteristics chosen freely by a feature called BIAS included in programs for modeling networks. The Example 07a program will enable you to understand a family of threshold characteristics of neurons by changing BIAS values. The result will be a good overview of the role of BIAS in shaping the behaviors of single neurons and whole networks. This program demonstrates the behavior of a neuron with a freely shaped threshold (Figure 7.2).

7.3 Shapes of Nonlinear Characteristics

The characteristics of a biological neuron are very complex as noted in earlier chapters. Between the state of maximum stimulation (tetanus stage) and the subliminal state devoid of activity (diastole stage), several intermediate stages appear as impulses with changeable frequencies. In other words, the stronger the input stimulus a neuron receives from its dendrites (inputs), the greater the frequency of the impulses in the outputs. All information in the brain is transmitted by a method called pulse code modulation (PCM) invented by Mother Nature a few billion years before engineers started using it in electronic devices.

A full discussion of coding the signals of neurons in a brain goes beyond the scope of this book, but if you are interested, review a book by one of the authors titled *Biocybernetics Problems* Tadeusiewicz, Ryszard. 1994. *Biocybernetics Problems* (Original Polish title: *Problembiocybernetyki*), Second edition. Warsaw: PWN.

---

PCM is a method of impulse coding of signals used in electronics, automatics, robotics, and telecommunications.
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discussed at length in early chapters and also from nonlinear discontinuous neurons that are limited to two output signals covered in Chapter 6.

A full explanation of continuously changing operation requires the use of mathematical theorems and we promised not to use them in this book. However, we can certainly see that nonlinear neurons with continuous characteristics have huge potential. Because they are nonlinear, they can form multilayer networks and are far more flexible than linear neurons in handling inputs and outputs. The signals in such networks can take any values so they are useful in solving tasks that define values (e.g., stock market fluctuations). Their responses are not limited to the yes-or-no decisions of the networks we discussed earlier.

The second argument is less obvious but just as important and involves the abandonment of the simple “jumping” characteristics of primitive networks. For a multilayer neural network to teach, its neurons must have continuity and differential characteristics. It is sufficient to understand that the transfer function of a neuron in a multilayer teaching network must be sufficiently “smooth” to ensure that teaching proceeds without interruptions.

We could find many uses for the transfer functions of neurons. The most popular is the logistic or sigmoid curve. A sigmoid has several advantages: (1) it provides a smooth transition between the 0 and 1 values; (2) it has smooth derivatives that can be calculated easily; (3) it has one parameter (usually called $\beta$) whose value permits a user to choose the shape of the curve freely from very flat (almost linear) to very steep (transition from 0 to 1).

The Example 07b program will allow you to understand transition thoroughly. By building the nonlinear transition function of a neuron, the possibility of moving the “switch” point between the values of 0 and 1 with the use of BIAS is taken into account, but you may also choose the steepness of the curve and general degree of the nonlinear behavior of the neuron (Figure 7.3).

*Continuity and differential are of course mathematical notions. It would be helpful (but not critical) for you to understand them. The terms will not be used in subsequent chapters.*

Figure 7.3 Various forms of logistic curves (Example 07b).
The logistic curve whose properties may be explored with Example 07b has many applications in natural sciences. Every development, whether it involves a start-up company or new technology, follows the logistic curve. At the beginning, growth is small and progress is slow. As experience and resources are gathered, development starts to accelerate and the curve rises more steeply. At the point of success (the steepest section of the ascending), the curve begins to bend toward the horizontal. The bend is almost unnoticeable but growth eventually stops—a state known as satiation. The end of each development involves stagnation (not visible on the logistic curve) and inevitable fall.

A variation of a sigmoid for bipolar signals (symmetrically arranged between −1 and +1) is a hyperbolic tangent (Figure 7.4). The best option is to examine it in the Example 07c program. After you understand the characteristics of nonlinear neurons, you are ready to build a network from them and start to teach it.

7.4 Functioning of Multilayer Network Constructed of Nonlinear Elements

Multilayer networks constructed from nonlinear elements are currently the basic tools for practical applications and many commercial and public domain programs are available to suit many needs. We will focus on two simple programs intended to demonstrate the functioning of a multilayer network (Example 08a) and a method for teaching such a network (Example 08b).

If you analyze the relevant sections carefully and conduct the experiments by using the programs, you will understand the uses and benefits of backpropagation because it serves a critical function in neural networks and is used universally. After you understand backpropagation, most network issues will be easy for you to recognize and correct in any area of practice.

Program Example 08a shows the functioning of complex network built of only four neurons (Figure 7.5) that form three layers: (1) input that cannot be taught (at top of screen); (2) output where the signals are copied, assessed, and taught (at bottom of screen); and (3) the
vital hidden layer shown in the center of the screen. Neurons and signals in the network will be assigned two numbers: the number of the layer and the number of the neuron (or signal) in a layer.

Upon opening, the program asks you to give it the weight coefficients for all neurons in the network (Figure 7.5). You should input 12 coefficients. Our system has four neurons (two in the hidden layer and two in the output layer) to be taught and each of them has three inputs (two from the neurons of the previous layer plus one input also needing a weight coefficient and connected with the threshold that generates an artificial constant BIAS signal.

The advantage of this system is clear. In networks consisting of hundreds of neurons and thousands of weight coefficients, a user does not have to enter all the data because the neurons are designed to set them automatically during the teaching process. In the Example 08a program, you have the option of inputting the parameters to allow you to check whether the output results are what you intended. You will be able to shape the input signals to the network freely and observe both input and output signals of the neurons. Of course, the program includes default values. It is best to choose simple whole numbers as weight coefficients and input signals because they allow you to check easily whether the results produced are those you calculated.

After setting the coefficients, you must determine the values of both input signals (Figure 7.5). The program is now ready to work. Figure 7.6 depicts the beginning of the demonstration.

If you click the Calculate button, you will start the simulation process of sending and processing the signals in a modeled network. In each following layer the calculations are made and displayed (against a red background) as the sums of the values of signals multiplied by the correct weights of input signals (along with BIAS component).

Next, the calculated values of the output signals (answers) of particular neurons will be shown (also against a red background) after the added input signals passed through the transfer function. The paths of the signals are shown as arrows on Figure 7.7. The answers of neurons of the lower layer become the inputs for the neurons of the higher layer and the process repeats itself (Figure 7.8).
If you press the Calculate button, you can observe the movements of the signals from the input to the output of the analyzed network model. You can change the values of the inputs and observe the outputs as many times as required to ensure that you understand the functioning of the network. We suggest you spend some time reviewing the analysis and the calculations. You can verify results on a calculator to be sure the numbers match those expected. This is the only way you can understand precisely how these networks function.
7.5 Teaching Multilayer Networks

When a multilayer network utilizing your selected weight values and signals holds no more secrets for you, you may want to experiment with it as a learning entity. The Example 08b program is designed for teaching these networks.

After launching this program, you must set the values of two coefficients that determine the course of the teaching process. The first specifies the size of the corrections introduced after finding incoming mistakes and also marks the speed of learning. The larger the coefficient value, the stronger and faster will be the changes in the weights of neurons and detection of errors. This coefficient is called learning rate in the literature. For our purposes, it is called the simple learning coefficient. It must be chosen very carefully because values that are too large or too small will impact the course of learning dramatically.

Fortunately, you do not have to wonder about the coefficient value; the program will suggest an appropriate value. As an exercise, you may want to change the value and observe the effects.

The second coefficient defines the degree of conservatism of learning. The literature defines this quality as momentum—a physical parameter. The larger the value of the momentum coefficient, the more stable and safe is the teaching process. An excessive value may cause difficulties in finding the optimum values of weight coefficients for all neurons in a network. Again, the program uses the correct value based on research but you are free to try other values.

We can now click the Intro button to confirm both values (Figure 7.9). After setting the coefficients as defaults or choosing others, a window displaying neurons, values of signals, weight coefficients, and errors will appear. As an additional aid, the program introduces an additional element that simplifies activities in the form of subtitles at the top of the screen. The simplification is helpful because the tasks of this teaching program are more complex than those of the previous one.
7.6 Observations during Teaching

The task of the modeled network is to identify the input signals correctly. Ideal identification should display Signal 1 in the initial layer of the neuron assigned for a given class (left or right). The second neuron should of course give at the same time a value of 0. To assess the accuracy of network functioning, we can set some less strict conditions. It is sufficient if the error of any output is not greater than 0.5 because then the classification of the input signal of the network does not differ from the classification given by the teacher.

The notion of error measured as divergence between the real values of input signals and the values given by the teacher as models is not the same as the assessment of the correctness of solutions generated by the network because this assessment involves the general behavior of the network and not the values of single signals. We can often ignore small deviations as long as the network generates correct answers.

Teaching with backpropagation is not likely to be as tolerant as earlier methods as you will see in working with the programs. If an output should have been 1 and the neuron set it at 0.99, backpropagation considers the result an error. However, such perfectionism is an advantage in this situation. Perfect values determined by a teacher enable a network to operate more efficiently.

A school analogy comes to mind here. The concepts learned in geometry do not appear of practical value because we seldom encounter ideal geometric situations in real life. However, an understanding of basic geometry helps us solve practical tasks like determining the amount of fencing required for a building site. Likewise, some knowledge of physics and biology will help you understand the operations of neural networks and apply them as tools in various areas like medicine, economics, and environmental studies.

During teaching, your role will be limited to observation. You simply have to press buttons and review the results on the screen. The program generates the initial values of weights and input signals for identification. Some data such as initial weights and input signals are chosen at random but the models of correct identifications used to teach the network are not random. It may be of help to examine the way the program functions but the network will operate automatically and classify the signals correctly.

At the beginning the program shows only the structure of the network. Note the subtitles in red at the top of the screen (Figure 7.10). Notice that the sources of BIAS pseudo signals are marked on a yellow background so that they are not mistaken for the sources and values of the signals taking part in teaching.

* For example, for the input signals that appear during learning that equal –4.437 and 1.034, the network responses are 0.529 and 0.451, and they qualify as errors because the object with such coordinates should be treated as second class. In the meantime, the input of the second neuron is smaller than the first. The second object of the teaching array presented by the program with coordinates –3.720 and 4.937 causes responses of 0.399 and 0.593, and may be considered correct (they are also objects of the second class) although the values of mean squared errors in both cases are similar. Try to duplicate this situation during your experiments.
A second press of the Intro button will show you the values of weight coefficients chosen at random at the beginning for all inputs of all the neurons (Figure 7.11). Another click of the button will reveal the values of input signals of neurons [(1,1) and (1,2); Figure 7.12]. Teaching begins at this moment. Your role is limited to pressing the Next button as required to start and conduct a simulation of the network model (Figure 7.13).
Figure 7.12  Appearance of input signals.

Figure 7.13  Screen view during initial stage of simulation of network functioning.
First, the signals calculated to send signals from input to output will be shown for certain neurons. This process is forward propagation. Input signals are recalculated by the neurons on the output signals and the process is conducted in sequence on all layers from input to output. This phase may be observed in the Example 08a program.

Example 08b allows observation of the course of the process with the same precision. First the sums of values multiplied by the correct weights of input signals along with the BIAS component are calculated and the calculated values of the output signals (answers) of particular neurons are shown on a red background. The answers were formed after the sums of input signals were sent through a transfer function with sigmoid characteristics.

The answers (outputs) of neurons of the lower layer also form the inputs of the upper layer. Pressing the Next step button will allow you to observe the movements of signals from the input through output neurons of the model. The target view after several steps is shown in Figure 7.14.

**Figure 7.14** Network after finishing forward propagation.

After the signals are fixed on both outputs of the network, “the moment of truth” arrives. The subtitles at the bottom show you the given signals (models of correct answers) for both outputs of the network (Figure 7.15). The errors are marked on the outputs of the network and the mean squared error of both outputs is shown (Figure 7.16).

At the beginning of teaching, network performance may be unsatisfactory. It will improve as the network starts to learn. First the error values are marked for the output neurons of the network. Then the errors are recalculated into corresponding values on the inputs of neurons (that is...
Figure 7.15  Comparison of results of network functioning with model given by teacher.

Figure 7.16  Marking errors of output layer neurons and mean error of entire network.
why we need the differentiable transfer function of a neuron). The errors transferred to the input are marked in Figure 7.17.

We have now reached the most important stage—propagation of errors to the lower (hidden) layer. The right correct values of respective neurons are shown first as outputs and then by inputs (Figure 7.18). When all error values for all neurons are marked, the next step of the program leads them to setting new (corrected) values of weight coefficients for the entire network. New coefficients appear below the previous ones. A user can review them and determine how far and in which direction teaching changed the parameters of the network (Figure 7.19).

At this point in the program, the screen displays input signals, output signals, errors, and old and new weight values. Analyze the results carefully. The better your understanding of the process, the more chances you have for successful applications of neural networks.

Further experiments with the program can be continued. If you want to review the complete iteration of the teaching process (signal movements, backpropagation of errors, and weight changes), you can press the Next step button. You can also accelerate your review by “jumping” to the moment when the new values of the signals, errors, and weights are marked by using the Next iteration button. This is the most convenient review method. Otherwise, you will have to go through many iterations before the network starts to function correctly.

The review options allow you to observe the teaching process comfortably. You can view the changes of weights and the vital process of projecting the error values in the output layer backward. You will see how the errors of output neurons and errors calculated via backpropagation of hidden layers enable the system to find the needed corrections of values of weight coefficients for all neurons. You will also see the gradual introduction of corrections during teaching. The final result is shown in Figure 7.20.
Figure 7.18  Result of backpropagation of errors.

Figure 7.19  Change of weight coefficients.
Working with the Example 08b program required some effort because of its complexity. Observing the changing values and processes provided you a tool for understanding backpropagation—one of the most important methods of teaching modern neural networks.

**Questions and Self-Study Tasks**

1. Why is backpropagation so named? What does it transmit backward?
2. What is BIAS and what does it do? How is the BIAS parameter taught?
3. Why are two values (sum and output) displayed in each neuron during program work? How are they connected?
4. What influences do learning rate and momentum exert on the process of network teaching? Revise your theoretical knowledge and try to explain the influences of these parameters observed during program experiments.
5. What does the transmittal of errors from the output of a neuron (where it is marked) to its input (where it is applied for weight modification) mean?
6. Which neurons of the hidden layer will be most heavily loaded with an error made by a given neuron of the output layer? On what does this effect depend?
7. Is it possible for the neurons of an output layer to show errors if a neuron of the hidden layer has a zero error assigned by the backpropagation algorithm and does not change its weight coefficients?
8. How is the mean mark of the network functioning given? Can we assess the functioning of an entire network using a method that does not require analysis of single elements individually?
9. Advanced exercise: Add a module to the program that will show changes of error values of the neurons and entire network as graphs. Is it true that the functioning of an entire network improves if the errors made by single neurons of the network are minimized?

10. Advanced exercise: Try to expand the programs described in this chapter by using more input and output signals and more neurons arranged in more than one hidden layer.

11. Advanced exercise: Using a network that uses large numbers of inputs, try to observe the phenomenon of “throwing out” unnecessary information in the course of learning. To do so, assign unnecessary information (that has no connection with the required response of the network) to one of additional inputs. The other inputs should receive all data required to solve the required task. After a short period of learning, the weights of all connections leading to “parasitic” inputs to hidden neurons will take values near zero and the idle input will be almost eliminated.

12. Advanced exercise: The program described in this chapter demonstrated the functioning of networks displaying in all places the values of appropriate parameters and signals. This presentation made it possible to check (e.g., with the use of a calculator) what a network does and how it works. However, the program was not very helpful for observing the courses and qualities of the processes. Design and produce a version of the program that will present all values in an easy-to-interpret graphic form.
Chapter 8

Forms of Neural Network Learning

8.1 Using Multilayer Neural Networks for Recognition

Multilayer neural networks covered in detail in earlier chapters can handle many tasks. Nevertheless, if we want to analyze their properties and the way they work, the most appropriate area is probably image recognition in which a neural network (or other type of learning machine) classifies images into certain classes. The analyzed objects may vary widely, from digital camera images to scanned or grabbed analog images. We present a comparison of digital and analog images in Figure 8.1 to help explain this point. Each neuron of the hidden layer receives three weights for neurons 1.1 and 1.2; each neuron of the output layer receives three weights for neurons 2.1 and 2.2.

This book is about neural networks and not about images. Hence, we will not delve deeply into the theories of image recognition. However, the challenge of having a machine recognize images started a new field of computer science. The first neural network built by Frank Rosenblatt (Figure 8.2) was used to recognize images and was thus called a perceptron. While of poor quality, the figure is a relic of an early and outstanding achievement in the area of computer outputs.

The meaning of image has become so general that neural networks are used now for recognizing samples of sound signals (spoken commands), seismic or other geophysical signals, symptoms of patients to be diagnosed, scores of loan applicants, and other tasks. All these tasks involve image recognition although the images in the areas cited are in fact acoustic, geophysical, diagnostic, and economic.

A neural network used for image recognition usually needs several inputs supplied with signals representing features of the objects to be recognized. These may, for example, be coefficients describing the shape of a machine part or liver tissue texture. We often use many inputs to show a neural network all the features of an object so that the network learns how to recognize the object correctly. However, the number of image features is far fewer than the number of image elements (pixels). If you supply a network with a raw digital image, the number of its inputs can reach millions. That is why we rarely use neural networks to analyze raw images. The networks usually “see”
the features of an image extracted by other programs outside the network. This image preparation is sometimes called “preprocessing.”

A neural network used for recognition usually generates several outputs as well. Generally speaking, each output is assigned to a specific class. For example an optical character recognition (OCR) system may use over 60 outputs, each assigned to a certain character (e.g., the first output neuron indicates A, the second neuron denotes B, etc.). We discussed this in Chapter 2. Figures 2.30, 2.31, and 2.33 depict the possible output signals of a network used for recognition.

At least one hidden layer or neurons is generally sited between the input and output layers of a network. We will now study the hidden layer in more detail. A hidden layer may contain a few or many neurons. After analyzing briefly the functioning of neural networks, we usually think that more neurons in a hidden layer constitute a smarter network. However, we will see that a network with great intelligence may also be disobedient.

### 8.2 Implementing a Simple Neural Network for Recognition

We are now going to build a sample network with two inputs. In reality, it is not possible to recognize an object based on only two features. For this reason neural networks are most commonly used to analyze multidimensional data whose outputs require more than two inputs. However,
using two inputs in our example has a significant advantage: each recognized object may be represented as a point on a plane. The first and the second coordinates of the point indicate the values of the first and second features, respectively.

We encountered a similar situation in Chapter 6 (Section 6.4) where we imagined a brain of a hypothetical animal as a two-dimensional input space with two primitive receptors—eyes and ears. The stronger the signal captured by the eyes, the more to the right is the point on the plane; the stronger the sound, the higher the point is on the plane. Figure 6.8 will be useful for explaining this material.

Every image shown to the network (each environment of the animal) may be shown as a point on an axis or as a pixel on a screen. The coordinates correspond to the features of the environment (Figure 8.3). We will use a screen of a fixed size so we should start by limiting the values of our features. In the example considered here, both features of the analyzed image will take values from –5 to +5. You will have to remember that scale when formulating tasks for the network.

Each network has an output we will use to observe its behavior. Our example will always generate one output. We have already interpreted its meaning in Figure 6.8.

To review, the animal may react to a presented situation with a positive or negative attitude indicated by the intense red or blue color, respectively. We will place our animal in various environments by supplying the network with sets of input signals that correspond to positions of the animal as it senses different features. You will be able to prepare a map of places where the animal is comfortable and where it is not. The map should be built of separate points because it will be created by the program we are going to run (Figure 8.4). To improve the appearance of our maps, we will “smooth” them (Figure 8.5).

As the network grows, we will more often observe intermediate states: partial disgust (light blue), neutrality (light green), and partial applause (yellow turning to light red); see Figure 8.6. The fact that the network has only one output will make its workings easy to understand. By switching on a pixel corresponding to a certain input vector, you will see whether the point is accepted (red) or rejected (blue) by the network. Of course, the data describing these points will have to be prepared by the program; this will be covered later.

You will see maps like these during network training. They will change as the network dislikes an item it approved earlier or accepts something it already rejected. It is interesting to watch how initial confusion turns into a working hypothesis and then crystallizes into absolute certainty. It is not easy to illustrate these phenomena so clearly for a multiple-output network, but the exercise is necessary because real-world systems usually generate many outputs.
Figure 8.4  Example map showing conditions the hypothetical animal should accept and reject.

Figure 8.5  Figure 8.4 map after smoothing.

Figure 8.6  Sample map of animal at some stage of training.
Using only one output in our example has another advantage: you don’t have to decide whether the better network is one that classifies a signal into several classes at a time with the same confidence or a network that generates all weak responses among which the strongest is the correct one. Multiple-output networks may create other problems and thus it is difficult to judge performance of a network based on its reaction to unseen situations (ability to generalize its knowledge). The result from a single-output network is always clear.

8.3 Selecting Network Structure for Experiments

The Example 09 program allows you to experiment with network structures. At opening, the program shows a panel for defining the structure of the network to be tested (Figure 8.7). The program will suggest default parameters that may be changed and we will do that as an exercise.

The network you are going to teach and analyze will have a $2 - xxx - 1$ structure. The successive numbers stand for two inputs, a number to be modified in the course of teaching (xxx) and one output. To define a specific network, you will only have to specify the number and the order of hidden neurons (how many hidden layers to create).

You will be able to define the number of neurons in each layer of the network, depending on how many layers you choose in the Layers field. When specifying numbers of layers, remember that the only layers that count contain neurons that can learn. That is why the output layer counts, although it contains only one neuron and the two input neurons that accept only input signals do not count. Thus if you choose a one-layer network, you will get $2 - 1$ and be unable to specify the number of hidden neurons as this number is fixed by the network architecture.

If you choose a two-layer network, the structure will be $2 - x - 1$ and the Neurons field will appear in the hidden layer in which you can specify the number of hidden neurons (Figure 8.8). Finally, if you choose a three-layer network (or leave the default settings unchanged), the resulting architecture will be $2 - x - y - 1$ and will have to set the number of neurons in both hidden layers (the Neurons field in the first hidden layer and also in the second hidden layer).

Our program cannot simulate networks of more than three layers. You may try to change this limitation by “playing” with the source code. We chose to limit the number of layers because the
program works slowly for large networks. You will see that a few hundred training steps (not many for a learning process) will take time even with a fast computer.

### 8.4 Preparing Recognition Tasks

After choosing the size of the network, and if necessary, the numbers of neurons in all its layers, we may proceed to the most interesting step: preparing the task to be solved. As you know, the concept of recognition is that a network should react positively to (“recognize”) certain combinations of input signals (images) and react negatively (“reject”) other combinations. The training set for the Example 09 program is shown in Figure 8.9. It consists of a certain number of points on a plane, each of which has two coordinates so that we know where to put a point on the screen and we know the network will produce a positive (red [darker]) or negative (blue [lighter]) response.
The user decides where to put blue and red points indicating acceptance and rejection. You could attempt this experiment manually using sets of three numbers (two inputs and one output) but the final image or preference map would be difficult to generate and interpret. For that reason, we designed Example 09 to generate examples automatically. The user’s task is simply to show the network the positive and negative areas. Again, the system made the decisions. You could certainly specify the shapes of these areas but that would require including a complex graphical editor in the program that would be hard to use.

We sought a middle-of-the-road solution. The areas of positive decision (fragments of input space to which the network should respond positively by red points on the plot) will belong to three circles. This is a large constraint, but also a fast and comfortable way of preparing tasks. You will be able to devise interesting problems for the network, by combining the three circles of any size at any position.

You may set the coordinates of these three circles in the same window (the first one that appears after the program starts) in which you defined the architecture (Figure 8.10a) of the network. First coordinates \((x, y)\) define the center of the circle and the third coordinate defines its radius. You may set values for the three circles independently. You are free to choose these parameters, but as noted earlier, only the part of the plane for which both coordinates are in the range \((-5\) to \(5)\) is used in the recognition process. A circle with parameters \(0, 0, 3\) positively would be a reasonable area for placing the points; however, a circle with parameters \(10, 10, 3\) may not be so, and hence, not useful in our experiments.

After setting the parameters of the task to be solved by the network, you may see the results of your choice in the next panel where the network is simulated. You reach this panel by pressing the Next button at the bottom of the window (Figure 8.10a). The results of your decisions are shown as a map of positive and negative response areas. This allows you to check easily whether your expectations of learning were met. If you choose not to specify a task, you may always return to the previous panel by pressing the Back button. This will allow you to modify the center coordinates and sizes of the circles.

Training will start when a random point for which the class will be decided according to your map is chosen, then a set of two input coordinates and the desired class will be supplied to the network as an example from the training set. This procedure will be repeated many times.

We must note one detail that is easy to miss. If you define the decision areas so that most of the decision plane is positive (red), the network will usually chose these examples during training and will rarely utilize the points generating negative answers. Thus it will learn negative reactions

Figure 8.10  (a) Defining network structure and regions for recognition. (b) Map of regions to which the network should react with a positive or negative answer after training.
slowly. The impact on positive reactions will occur if a network is trained with excessive negative (blue) examples. Approximately the same numbers of red and blue training points were included in our training set to maintain a network’s ability to handle both negative and positive signals efficiently.

After specifying the task as a map that is well balanced and meets your needs, you can start training the network by pressing the Start button (Figure 8.10b). You will see the network’s assignments of random weights to all its neurons. Usually this initial distribution has no relation to the task you defined. How can a network possibly know what result you want before it is trained? It is helpful to compare this initial map with the map of the task.

Training success depends on how similar these two maps are at the beginning. If they look alike, the network will learn quickly and effectively. If the maps differ significantly, the network will learn slowly. Little progress will be seen initially because the network will have to utilize its inborn intelligence to start improving its functioning (Figure 8.11).

The structure of the figure displayed requires some explanation. The small rectangles filled with color spots that appear during the simulation represent the “consciousness” of the network during each training state. As you know, each point inside the rectangle represents two features (corresponding to coordinates of the point) that serve as input signals. The color of each point indicates the network’s answer to the input.

Consider the first two rectangles in the upper left corner of the figure. The first one shows what you want to teach the network. Following the steps described in the preceding section, you set conditions to be accepted or rejected by your “animal” and they are shown on the map of desired reactions. The second rectangle in the upper row shows the network’s natural predispositions. Each experiment may involve different initial parameters set randomly. Thus, the network’s behavior is unpredictable.

The remaining diagrams correspond to the subsequent stages of training. They are drawn as rectangles in Figure 8.11 and may be shown as different time steps. The user determines (using the Iterations field) the number of steps of training before showing the results. The Iterations field includes an additional read-only feature called Total Iterations that shows the total number of training steps already performed.

Before performing the number of steps set at the preceding state or specified by you, you may change the values of the training coefficient (alpha) and momentum coefficient (eta) parameters in...
the corresponding fields shown on the screen. You may set them to any values, but we advise you to retain the defaults during training. After you learn the components of the training process, you may want to experiment with the parameters to see how they affect the results.

8.5 Observation of Learning

The Example 09 program allows you to investigate many aspects of learning by neural networks. We spent many hours devising tasks for networks and analyzing combinations of training parameters to make the program experiments interesting and enlightening.

Learning processes in living organisms, particularly neural mechanisms that determine and control learning, have always been key interests of biological scientists. Through the years they studied learning in humans and animals to learn the basic components of the process. Their findings based on behavior have revolutionized education and training methods but we still do not understand fully the mechanisms behind the processes.

Thousands of neurophysiological and biochemical experiments conducted to dissect learning processes yielded less than satisfactory results. Fortunately, new methods have revealed some aspects of neural system functioning. Many of these methods use artificial neural networks to simulate learning processes and utilize programs like Example 09.

As you remember, training a neural network involves submitting examples of input signals (chosen randomly from the training dataset) to its inputs and motivating the network to produce an output according to the map of preferred behaviors. This scenario may be adapted to the earlier example of an animal with two senses (sight and hearing).

We place the animal in various conditions that allow it to sense random (but known) signals. The animal (or neural network) reacts according to its current knowledge. It accepts some conditions and rejects others. The teacher (training computer) that has a map of preferred reactions supplies the network with the desired output signal, in essence telling the network to “like this and dislike that.”

You may watch the training process on your screen. The large square in the lower left corner of the example screen illustrates points corresponding to the input signals presented to the network. As you can see, they are randomly chosen from the entire area of the square. Each point is marked in red or blue based on the teacher’s suggestions. The network uses these instructions and corrects its errors by adjusting its parameters (synaptic weights). The adjustment is performed according to the backpropagation algorithm presented earlier.

The training pauses periodically and the network is examined. The network should generate answers for all the input points. The results are presented as maps of color points arranged as consecutive squares from left to right and from the upper to lower rows of the image produced by Example 09. After each such pause, the user determines the number of steps until the next examination.

We will begin by demonstrating the ways neural networks learn using an example of a one-layer network denoted 2, 1. The network’s task is simple: divide all possible input data into approved and rejected regions using an almost straight line. To define this problem, the following coordinates of three circles were defined in the program:

100, 100, 140
0, 0, 0
0, 0, 0
We defined a map of preferred behaviors that is simple and easy to interpret (Figure 8.12). It indicates our animal should seek a bright and loud environment.

As you know, the Example 09 program examines the natural (inborn) preferences of the network at the start. The second square on the screen (Figure 8.13) should be regarded as a complete result of testing the animal before it starts to learn. The program places the animal in every possible environment (checks all points inside the square) and waits for a reaction. Each point is drawn red if a reaction was positive or blue if negative. The color scale is continuous to illustrate all the reactions between the two extreme stages. As we can see, our animal initially likes dark and silent places but it tolerates some light. Generally the more sound it hears, the more light it accepts.

The network you will train on your computer will have a different map of initial preferences because they are random. Because the network’s state desired by the teacher and the actual state are very different, as occurs in most experiments, intensive training must take place. You proceed by specifying the number of training steps to perform before the program pauses to show the decision map. We suggest you watch the training effects in small networks fairly often, say, every 10 steps. For larger networks of several layers and many hidden neurons, much more training is needed to yield results. For now it is sufficient to specify the lengths of subsequent training epochs, then watch, compare, and learn. That is the best way to analyze the workings of neural networks; it is more effective than studying loads of scientific books and articles.

We now suggest you analyze some training stages that we observed while preparing examples for this book, although your computer may generate somewhat different images. The rectangle we obtained after the first stage of training (Figure 8.14) shows an image similar to that of a “newborn” network. This means that despite intensive training, the network is holding onto its original beliefs. This attachment is typical for neural networks. The same dynamic appears when people and animals learn.
The next stage of training adds another square to the figure and shows intermediate training. The network starts to change its behavior but it is far from the final solution. The boundary between the positive and negative areas is almost horizontal (Figure 8.15). The network “thinks” it knows the teacher’s intentions but more adjustments are needed. After another segment of training, the network’s behavior more closely resembles the desired one, but the position of the decision boundary is not ideal yet (Figure 8.16).

You may consider this performance outstanding, especially based on the short time it took to achieve such a result. Generally we should stop training at this stage. However, for exploration purposes, we continued training the network, assuming that our strict teacher aims for absolute perfection and compels the network to adjust even very minor mistakes. The only effect of the next stage of training is a sudden crisis. The network performance deteriorates and the decision boundary position is worse than it was earlier (Figure 8.17).
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A long time and many training steps were required for the network to recover and achieve the accuracy level imposed by the teacher. This effect is worth noticing. At this training stage, the network’s knowledge is not yet stable. Excessive teaching rigor at this stage is usually damaging and in extreme cases can lead to a complete breakdown of the learning network. The process of learning this simple task after 12 training steps is presented in Figure 8.18.

We will interrupt the training sequence and return to the screen on which we set new parameters for the problem to be solved. After specifying the same network structure (one-layer network), we will formulate a more difficult task. We want our animal to be enthusiastic about "the golden mean" which is an Aristotelian philosophy that is a desirable mean between two extremes: excess and deficiency. Thus, it needs to discard all the extremes and feel comfortable only in a specific environment. It is easy to do this by defining only one circle to be learned, as follows:

0, 0, 3, 5

We shrink the other two circles to zeros:

0, 0, 0
0, 0, 0

The scheme of ideal network behavior is presented in Figure 8.19.

Observe the learning process in Figure 8.20 (prepared in the same way as Figure 8.18). We can see that the network struggles and continuously changes its behavior in attempts to avoid the
penalties imposed by the teacher—without success. Whatever parameters are chosen for a network and however the decision boundary between positive and negative reactions is set, the network will always fall into the trap of accepting a region of extreme conditions.

Subsequent figures show that the animal tries to hide in the darkness, accepting the examples with small amounts of light. This behavior will be punished by the teacher in the next steps of training. Before we interrupted the experiment, the animal formulated another incorrect hypothesis. It started to avoid the regions of silence, thinking that the clue to success was noise. This action was also incorrect.

The reason for these failures is simple: the modeled neural network was too primitive to learn a complex behavior such as choosing the golden mean. The network we used in our experiment was capable of understanding only one method of input signal selection—linear discrimination—which was too simple and primitive for the second problem.

Therefore, the next experiment will engage a larger and more complex network for the same task. When setting the structure, we may specify the parameters as shown in Figure 8.21. After we set more than one layer in a network, the program asked for the number of neurons. In brief,
more layers require more answers and provide greater intellectual potential. Such a network can better use its inborn intelligence.

We can see how it learns. Its initial distribution of color areas shown in Figure 8.22 indicates that the network is initially enthusiastic about all values. The modeled animal feels comfortable in most situations although it prefers dark and quiet corners.

The first training steps show the network that the world is not always perfect. The network reacts in a typical way. At the start, it cultivates its initial prejudices. It is less positive about dark places after the first stage of training, but still far from the final result (Figure 8.23). Further training leads our animal through a series of disappointments. It receives punishment for being too trusting and enthusiastic. It formulates a more suspicious attitude toward the untrustworthy world. Its initial enthusiasm and favorable view diminishes to a slight fondness for quiet and sunny places (small yellow dot at the bottom right of the last square on Figure 8.24).

However, this attitude also meets the teacher’s disapproval. After the next training stage, the animal (network) becomes completely stagnant and rejects everything (Figure 8.25). This state of discouragement and breakdown is typical for neural networks in training and usually precedes attempts to construct a positive representation of the knowledge desired by the teacher.
In fact our network tries to create an image like Figure 8.26. Only a few positive examples shown by the teacher are enough for the network to revert to a phase of enthusiasm and optimism in which it approves all the environments except those that are very loud and dark. Total darkness and intensive light reduce its tolerance for loudness. Of course, the next training stage must suppress this enthusiasm so the network returns to the states of rejection and frustration, retaining only traces of positive memories that did not lead to punishment. In the next stage, the small positive reaction will become the seed of a correct hypothesis (red [dark] spot near the middle of the volatility region in Figure 8.27).

After that, training is only about controlling another rush of enthusiasm and reducing the area of positive reactions to a reasonable size. When we interrupted training after 15 stages, the network appropriately followed the teacher in this signal classification task so that further improvement of its performance was not necessary (Figure 8.28). As we can see, the system with larger and more efficient “brain” (more than ten times more neurons and more powerful connections between them) was capable of learning behaviors the smaller system could not manage to learn.

Another interesting experiment is presented in Figure 8.29. It illustrates how the same ability (of reasoning that the teacher wants acceptance of medium light and sound conditions and rejection of the extremes) is learned by another network with the same structure as the one analyzed in Figure 8.28. In the training process depicted in Figure 8.29, the network is somewhat melancholic at the start of training even though it has the same structure as the network in Figure 8.28. The figure is dominated by cool green and blue colors indicating apathy or dislike.

Initial training makes it a little more interested in “disco” conditions (yellow spot in the rectangle illustrating the first training stage). Several consecutive failures throw the network into an area of rejection. At the fourth training stage, the network tries to put forward a hypothesis that
the teacher wants it to approve bright and medium loud places. At the next stage, the network guesses the average conditions to be accepted. As training continues, the hypothesis grows stronger and clearer as shown by the red (dark) dot indicating complete acceptance.

With each training step, the dot’s shape matches more exactly the acceptance area set by the teacher. Green and yellow areas of confusion and uncertainty are replaced by more exact divisions into like and dislike conditions. Finally the melancholic network learns to act exactly the same way as the enthusiastic network. This proves that built-in predispositions are not controlling. Strong and focused training always achieves its goal but methods of reaching it vary based on starting points.

You may perform many different experiments using our program. Figures 8.30, 8.31, and 8.32 show a few of them. You will benefit from analyzing these figures, reconstructing them on your computer, and conducting your own experiments to study training variations and results.

Compare Figures 8.30 through 8.32 with Figure 8.20. You can see how the behavior of an intellectually well-equipped network differs from the behavior of a simple network that cannot learn more sophisticated rules. Note that the neural “simpleton” could not learn simple behaviors but its reactions were very strong and categorical. The world is only black or white for this network. An object is absolutely good or definitely wrong. If the network’s experience failed to conform to these extremes, it generated another opinion—far more rigid and usually incorrect.
The networks with more intellectual power were able to model more subtle divisions. However, they took more time to reach their goals and remained in inactive states (hesitation, breakdown, and indecision) longer. Despite these downsides, these neurotic, hesitating, excessively intelligent individuals reached the goal of understanding the teacher’s rules and adjusting to them, while the tough moron circled and failed to reach a rational conclusion.
Notice how many interesting and diverse behaviors of neural networks we observed with one simple program. The computer running it did not resemble a dull and limited machine or perform monotonously and repeatedly. On the contrary, it demonstrated some individual characteristics, mood changes, and a variety of talents. Does that remind you of anything?

### 8.6 Additional Observations

We could end this now, leaving you to use the program to discover more interesting aspects of training, but we will suggest some sample shapes worth investigating before you pursue real-life projects. Our experiments showed that interesting training results may arise from using a snowman made of three circles:

\[
\begin{align*}
0, 0, 3 \\
4, 0, 1 \\
0, 4, 1
\end{align*}
\]

The task is complicated enough so that the network must work hard to discover the actual rule of recognition. The network for this task should have three layers and high numbers of neurons in its hidden layers (17 neurons in the first hidden layer and 5 in the second). The task is also sufficiently compact to be displayed on the screen so the results are easy to observe. We will not show you the results for these examples because you may want to discover the properties of neural networks and their sensitivities to some parameters that affect training.

As you know, you may specify training parameters that influence the speed of the program before it executes the number of training steps you select. The first (alpha) parameter is the learning rate. The greater the learning rate, the more intense the training process. Alpha sometimes yields good results or it may lessen them. This is another area for program exploration. The second parameter (eta) is momentum. It makes learning conservative: the network does not forget the previous directions of weight changes while performing a current training step. Again, higher eta values may help learning or impede it.

The learning rate and momentum coefficients are always accessible in the program window of Example 09 and they may be changed during training to allow a user to observe interesting results. They may be modified only once before learning starts. You will see that training accelerates with higher alpha values. Figure 8.33 presents the training process for a task with standard values and Figure 8.34 shows training at higher alpha level.

An overly high alpha rate, however, is not effective. It can trigger instability as illustrated in Figure 8.35. The way to suppress the oscillations that result from too high a learning rate is to increase the eta (momentum) coefficient. You may wish to analyze the effect of changing momentum on training and demonstrate its stabilizing power when training goes out of control.

Another possible area of interesting research is the dependence of behavior on network structure. To analyze that, you must choose a very difficult problem to be learned. A good one is presented in Figure 8.4 and Figure 8.5. The difficulty is the need to fit the blue area defining negative into tight bays (Figure 8.36). Very precise parameters must be chosen to fit the slots; this is a large challenge for a network.

A three-layer network can distinguish all the subtle parts of a problem (Figure 8.37), although it is sometimes difficult to maintain training stability. This type of network, even when it is close to a solution, may abandon it due to backpropagation of errors and search for a solution in an area
Figure 8.33  Default value of learning rate leads to quiet, steady, but slow training.

Figure 8.34  Higher value of learning rate may achieve faster training.

Figure 8.35  Excessive learning rate produces oscillations. Network approaches desired solution, then changes direction.
where a correct solution cannot be found (Figure 8.38). You may use your imagination and freely define the regions where a network should react positively and negatively. You may run tens of experiments and obtain hundreds of observations. Just remember that training a large network may take long time, especially in the initial stages. You will need a very fast computer or a lot of patience. We suggest that patience is cheaper.
Questions and Self-Study Tasks

1. Does image recognition refer only to visual images (e.g., from a digital camera) or does the phrase have a wider meaning?
2. How do we input image data (and information about objects to be recognized) into a classifying neural network?
3. How do neural classifiers usually present the outcomes of their work. How do they demonstrate what they recognized? What consequences does the presentation method have on the usual structure of the output layer?
4. Use the observations from this chapter for training networks for several problems with theoretical information from Chapter 6 explaining how multilayer networks with different numbers of layers work. Notice the greater capabilities of the networks presented in this chapter resulting from the use of neurons that can produce continuous output signals instead of only 0 and 1 values.
5. Think about the relationship of the number of hidden neurons in a complex multilayer network and the number of separate areas in the input space that allow a network to learn to make 0-or-1 decisions.
6. Figure 8.39 illustrates the relation between numbers of hidden neurons and network efficiency in performing learned tasks. The left side of the plot is easy to interpret: a network with a small number of neurons is not “intelligent” enough to solve the problem and adding neurons improves its performance. How should we interpret the concept (proven many times in neural networks) that too many hidden neurons will deteriorate the performance of a network?
7. Learning rate measures the intensity of weight adjustments applied to a network after detecting a faulty operation. The informal interpretation of learning rate is that high values represent a strict and demanding teacher and small values correspond to a gentle and tolerant one. Explain why the best training results are observed for moderate values of learning rate (neither too small nor too high). Try to confirm your explanation by experimenting with our program. Plot learning rate versus training performance after a set number of epochs (after 500, 1000, and 5000 steps).
8. Many training methods in which the learning rate is not constant throughout the process are known. Under what conditions should the learning rate be increased and when should it be reduced?
9. Some training theories suggest that the learning rate should be small at the beginning when network makes a lot of mistakes. If we apply strong weight changes in response to the errors, the

Figure 8.39  Plot of numbers of hidden neurons versus efficiency.
network would experience “convulsions,” avoiding some mistakes and making new ones. Early in training, a network needs a gentle and mild teacher. As it gains more knowledge, the learning rate can be increased because the network will make fewer and less serious mistakes. At the end of training after the network acquires a lot of knowledge, a slower learning rate is advisable, so that incidental mistakes (caused by a few challenges in the training set) do not spoil the result since improvement of one area produces weakening in other areas. Design experiments to confirm or negate this theory.

10. We can compensate for the effects of a too-large learning rate value that can risk the stability of training by increasing the momentum coefficient that measures the conservatism of training. Design and conduct some experiments to generate a plot showing what minimal values of momentum are needed for different values of learning rate to guarantee fast and stable training.

11. Advanced exercise: Modify our program so that it can define the regions for different classes (areas where the animal should feel comfortable and uncomfortable) with the use of a graphical editor. Use this tool to build a network that will learn a very difficult problem, in which these regions are defined as two spirals (Figure 8.40).

12. Advanced exercise: Design and make a model of an animal with more receptors (senses to observe features of the environment) and capable of more complex actions (moving through the environment to seek conditions it likes or search for food. Designing and observing a neural network as the brain of an animal may be a fascinating intellectual adventure.
Chapter 9

Self-Learning Neural Networks

9.1 Basic Concepts

We have explained the structures and utilized programs to demonstrate how a neural network utilizes a teacher’s guidelines for pattern recognition and comparison to complete its tasks. This chapter will detail network learning without a teacher. We discussed self-learning networks briefly in Section 3.2 in Chapter 3. We will now discuss these networks in some depth.

We will not examine the common self-learning algorithms devised by Hebb, Oji, Kohonen, and others in great detail or discuss their mathematical bases. We will explain their operations and uses, and utilize examples to demonstrate their workings. We suggest you start by running the Example 10a program.

The program deals with a single-layer network of neurons (Figure 9.1). All neurons are given the same input signals, and each one determines independently of the others the value of its degree of excitation and multiplies its input signals (the same for all neurons) by its individual weighting factors (Figure 9.2).

The self-learning principle requires that all neurons at the beginning obtain random weighting factor values that appear in the figure produced by the Example 10a program as a “cloud” of randomly scattered points. Each point represents a single neuron and the point locations are determined by the weighting factor values as shown on the right side of Figure 9.3. The window on the left side of the figure, as in previous programs, appears soon after start and serves to modify network parameters.

Set-up requires two parameters: the number of neurons in the network and a parameter named etha that represents the intensity of learning (higher values yield faster and more energetic learning). You may change these parameters at any time. However, at this stage we suggest you accept the default settings we selected after studying program behavior. We will return later in this chapter to descriptions of individual parameters and experimenting with their values.

After starting the program you will have a network composed of 30 neurons characterized by a moderate enthusiasm for learning. All the weights of all neurons in the network will have random values. To begin, we enter input signals that are examples of sample objects the network will analyze. Remember the Martian example in Chapter 3? Entering these objects in the Example 10a program will produce an impact. This contradicts the idea of self-learning that requires the user to
Figure 9.1  Structure of a single-layer network that may be amenable to self-learning.

Figure 9.2  Interpretation of relationship between weight and input vectors.

Figure 9.3  Initial window showing parameters (at left) and locations of points representing neurons after Example 10a program is run.
do nothing. While the process of learning can proceed independently of user actions, we devised Example 10 intentionally to deviate from the ideal to demonstrate how the presentation of learning objects affects independent knowledge acquisition by a network.

However, some explanation is needed. All the knowledge the network can gain during self-learning comes from the objects presented to it at the input and also from the similarities among classes of objects. Thus, some objects are similar to each other (Martian men) and belong to another class (Martian women) because they are different. Therefore, neither you nor the automatic generator can prevent the network from showing objects that are distributed randomly in the input signal space. Presented objects should form explicit clusters around certain detectable centers that can be named and interpreted (typical Martian man, typical Martian women, etc.).

While working with Example 10a, you may decide each time what to show to the network, but your choice will not be fine-tuned because the details will be determined by the system. You will be able to indicate the quadrant within which the next presented object should be located. All you have to do is to click the mouse on the right quadrant to control what the network will “see.” For example, the objects in the first quadrant belong to the Martian men; the second quadrant is for Martian women, the third to Martian children, and the fourth to Martianamors.† With a little imagination, you can see the window displayed by Example 10a in a manner (Figure 9.4) that shows Martians in sketch form instead of points representing their measured features.

As you can see, every Martian is a little different but they have certain similarities and therefore their data are represented in the same area of the input signal space (this will help a neural network learn how a typical Martian looks). However, since each Martian has individual characteristics that distinguish him, her, or it from other Martians, the points representing them during self-learning will differ little bit. They will be located in slightly different places within the coordinate system. However, since more features distinguish Martians generally than features that distinguish each of Martian individually, the points representing them will concentrate in certain subareas of input signal space.

Generating objects used in the learning process will enable you to decide whether to be shown the Martian man, Martian woman, Martian child, or Martianamor. You will not need to provide details such as eye color because the program will find them automatically. At each learning step, the program will ask you about Martian type—the quadrant to which the object belongs. After you choose one quadrant, the program will generate an object of a specific class and show it to the network.

Each Martian shown will differ from others, but you will easily notice that their features (associated with locations of corresponding points in the input signal space) will be clearly concentrated around certain prototypes. Perhaps this process of object generation and presentation

---

* The quadrants term for a space defined on the basis of a two-dimensional coordinate system is derived from mathematics. Although we promised that no mathematics details would be discussed, a little knowledge of coordinate systems is required for mastery of the material in this chapter. The signal space of a coordinate system is divided into quadrants (four sections). Assume the quadrants are numbered starting from upper right corner or quadrant (where variables on both axes are of positive value only) is numbered 1. The numbering proceeds counter-clockwise for consecutive quadrants. Quadrant 2 is at upper left; quadrant 3 is under 2 and so on. The lower right corner of Figure 9.13 further on in this section shows four buttons corresponding to quadrant numbers. You will learn how to apply the buttons later.

† Martianamors are representatives of a third gender on Mars. The inhabitants of Mars merge into triangles to produce offspring. Their complex sex lives have prevented them from developing a highly technological civilization and constructing large structures. Therefore we cannot detect them.
to the network seems complicated now, but after a short time of working with the Example 10a, you will understand it. The program includes screen tips to help you understand the process.

At the time of the emergence of a specific input signal of the learning set, it will appear on the screen as a green square much larger than the point of identifying the location of a neuron (Figure 9.5). After receiving the signal at input, all the neurons of a self-learning network define their output signals (based on the components of the input and its weights). These signals can be positive (red points indicating the neuron “likes” the object) or negative (blue points indicating the neuron “dislikes” the object). If the output signals of some neurons (both positive and negative) have low values, relevant points exhibit gray color (corresponding to indifference to the subject).

All the neurons of self-learning networks correct their weights based on the input signals and established output values. The behavior of each neuron during correction of its weights depends on the value of its output (response to stimulation). If the output neuron was strongly positive (red on the screen), the neuron weights will change toward the “likes” point. If the same point is presented again, the neuron will react even more enthusiastically; the output signal will have a larger positive value.

Neurons that show negative reaction to a pattern (blue points on the screen) will be repelled from it. Their weights will motivate them to even more negative responses to the pattern in the future. In Example 10a, you can see the “escape” of negatively oriented neurons outside the viewing points that represent them. In this case, the neuron is no longer displayed. This is a natural result if we consider that self-learning neural networks typically exhibit equally strong attractions and repulsions.

You can see clearly the moving of points showing the positions of the weight vectors of neurons because the program presents an image at each step to show the previous and new locations of
points representing the neurons (Figure 9.6). Furthermore, the old location is combined with a new one by a dotted line so you can follow the paths of neurons during learning.

In the next step, the new neuron weights become old. After the system displays the next point step the cycle begins again (Figure 9.7) and a new object is presented to the network, perhaps belonging to a new class (Figure 9.8). If you repeat this process long enough, a cluster of neurons specialized in the recognition of typical objects belonging to a group will appear in each quadrant (Figure 9.9). In this way, the network specializes its recognition capabilities.

After you observe the processes of self-learning, you will certainly see that this learning strengthens the innate tendencies of neural networks expressed in the initial (random) spread of weighs vectors. These initial differences cause some neurons to respond positively to an input object while others react negatively. The correction of all neurons is made in such a way that they learn to recognize common elements appearing at the inputs and effectively improve their recognition abilities without interference from a teacher who may not even know how many objects should be recognized and what their characteristics are.

To ensure that self-learning proceeds efficiently, we must provide initial diversity in the neuron population. If the weight values are randomized in a way that ensures the needed diversity in the population, self-learning will proceed relatively easily and smoothly. If, however, all neurons will have similar “innate tendencies,” they will find it difficult to handle all emerging classes of objects and exhibit the phenomenon of “collective fascination,” which causes it to reactive positively to a selected object and ignore others.

The diversity in Example 10a was intentional. Because the initial random distribution of neurons is of primary importance we prepared a variant of the program called Example 10ax that allows a user to request random spreading of the features or draw the initial positions of the neurons from a narrow range. The field (checkbox) called Density must be set properly in the initial
**Figure 9.6** Weight correction achieved by self-learning process.

**Figure 9.7** Another iteration of self-learning process.
Figure 9.8  Interpretation of next iteration of self-learning process.

Figure 9.9  Final phase of self-learning process.
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Panel (left screen in Figure 9.10). Initially, it is better to choose widely spread neurons and not set a density value. After you are familiar with basic pattern of the network self-learning process and ready to see a new reaction, check the Density box.

You can see how important the initial random scattering of neuron weights is. Figure 9.10, Figure 9.11, and Figure 9.12 show the results of insufficiently differentiating neuron weights.

You can use the Example 10a and Example 10ax programs to carry out a series of studies, for example, to examine the effects of a more “energetic” self-learning process by increasing the value of the learning rate ($\eta$).

Other interesting phenomena can be observed by unchecking the Randomize default parameter. The network will always start with the same initial weight distribution and you can observe the effects of the order and frequency of presenting of objects from different quadrants on the final neuron distribution.

Another parameter for experimentation is changing the number of neurons (number of plotted points). This value can be reset by going back to the first window appearing after program launch (Figure 9.3 and Figure 9.10) and the results are interesting. The initial distribution of certain neurons can be considered by analogy to the innate process by which a human learns from his or her experiences.

9.2 Observation of Learning Processes

Example 10a demonstrated the machine learning process of a neural network. It required many presses of the Continue button to see results. To eliminate the repetitive use of the button, we devised Example 10b to implement the machine learning process almost automatically. As with previous programs, Example 10b starts by allowing a user to accept or change default values. You
Figure 9.11  Self-learning process in Example 10ax. All neurons are attracted by same attractor.

Figure 9.12  Self-learning process in Example 10ax. All neurons are repelled by same attractor.
can then watch the process in the windows. The learning is “almost” automatic because you have an option via the Start button to observe the steps as learning proceeds. You can halt the operation to observe progress.

One issue to consider before starting the program in the mode described above is the network size. The program lets us simulate a network composed of freely chosen neurons, starting with a network that contains only a few neurons (Figure 9.13 and Figure 9.14). Because the network

Figure 9.13  Beginning of machine learning of network composed of ten neurons.

Figure 9.14  Final stage of machine learning of network composed of ten neurons.
builds four clusters in four quadrants, there is no point in analyzing a network composed of fewer than four neurons, but you can see how a single neuron behaves. The simulation follows the program; the user monitors the process and draws conclusions.

To make the observation of the ongoing processes easier, each quadrant displays additional information that indicates (1) how many times the object of a learning sequence was shown in the quadrant (this demonstrates the crucial role of initial presentations); (2) the results of the first nine presentations (in brackets); and (3) how many neurons are currently located in the quadrant. For example, the 10 (3), 1 notation in a quadrant means that the learning object appeared ten times, three times in the first nine presentations, and one neuron is now located in the quadrant.

This information is especially useful for a system containing many neurons. It allows a user to track the number of neurons and where they are, and interpret situations such as neurons that overlap near the repetitive point of a learning sequence object and make judgment difficult. Observing randomly appearing asymmetric effects caused when objects from a certain quadrant are presented more often than others is also an interesting exercise.

This program helps you understand how large networks, composed of thousands of neurons behave. Figure 9.15 and Figure 9.16 demonstrate how 700 neurons learn simultaneously. The program generates initial weight distributions for all the neurons and then shows input signal patterns as points in the centers of certain randomly chosen quadrants. Each input is followed by a vector weight change caused by the machine learning process. The next input object is shown and the next step of machine learning follows.

At first, when you click and release the Start button, machine learning proceeds step by step. It stops after every presentation of inputs so that you can view what happens in the network. The interruptions are eliminated later, and machine learning continues automatically and continuously. To simplify your view of more of the more complex operations of the system, subsequent figures in this chapter will display only the main parts of windows depicting point distributions for specific experiments.

![Figure 9.15 Learning initial stage of network composed of 300 neurons.](image)
Machine learning processes and supervised learning can be achieved with different values of learning coefficients. Figure 9.15 shows how a network with a very high learning coefficient behaves. It displays an exceptionally enthusiastic attitude; every new idea attracts its attention entirely. The attracting object interests an enormous number of neurons that want to recognize and locate the object as quickly as possible. The attractor tactic enables a network to learn quickly but also causes immediate saturation of its cognitive potential. A minor number of attractors (in comparison with the number of neurons) can completely involve all the neurons in attempts to recognize them. As a result, the neurons will have no adaptation capabilities left for recognizing new patterns and thus the network becomes unable to accept and assimilate new ideas.

A network with small consolidation coefficients behaves differently. When a new object appears, the network reaction is calm and balanced (Figure 9.17). This is why learning is not a fast process. Compare Figure 9.18 depicting a similar learning level of a “calm” network and Figure 9.16 that displays an “enthusiastic” network. The network retains a reservoir of neurons that are not yet specialized and are thus able to accept and assimilate new signal patterns.

The acceptance of new ideas by some humans is similar. Some people accept an idea uncritically at first (e.g., a political issue). They learn about it, identify with it, and then become fanatic to the point where they cannot accept other ideas or views, almost as if their brains have no space left. In extreme cases, their religious or political ideas possess them to the point where they are capable of murdering and torturing those who oppose their views.

Researching a highly excitable neural network may produce an interesting phenomenon. If a “fanatic” network receives no signals from its attractor for a long enough time, it will rapidly change its focus. All the points previously associated with a certain pattern (or fanatic idea) will suddenly migrate toward (and fixate on) a completely different pattern (Figure 9.19). Humans behave similarly. The literature is full of examples of people who suddenly changed their beliefs or lurched from one extreme to another.

**Figure 9.16** Learning final stage of network composed of 300 neurons.
The phenomena described above occur only in networks with high learning coefficient values. Shifts that can be seen in Figures 9.18 and 9.19 arise when the learning sequence objects belonging to the same class are not identical and a network learns continuously.

A network model with a low learning coefficient (Figure 9.17) resembles a reluctant human who has to examine every new idea completely before assimilating it on a limited basis. However, once this human adopts a preference, he or she generally does not change it easily.

Figure 9.18  Similar stage of machine learning process shown in Figure 9.14. We see numerous “vacant” neurons with low values of learning coefficients.
We will now present some simple experiments you can conduct to analyze the features of the program described above. These experiments will help you to learn more about the characteristics of the self-teaching processes in neural networks and the impacts of changes on learning progress. We will describe the use of the Example 10b program which is designed so that you can work with it and discover the various features it presents.

After activating learning with a given number of neurons, we can observe how the neurons detect repetitive presentations of certain characteristic objects within the input data. You will notice immediately that the initially chaotic set of points representing the locations of neuron weights display an inclination to divide the population of neurons into as many subgroups as the number of object classes appearing at the input.

This is easy to check. During a simulation, when you click on the picture with a number of a quadrant (1 to 4), the objects appearing during teaching will only come from three or fewer quadrants, not all four. Objects from the chosen quadrant will be omitted and the quadrant will be marked with a darker color. This option of the program allows you to assess the efficiency of detection performed by the network and the number and types of object classes it should recognize (Figure 9.20 and Figure 9.21).

At the beginning of the teaching process, the network partially organizes neurons that potentially may recognize the objects of the missing class (Figure 9.21), leading to increased focus of the network on these objects. However, even at the final stage of the self-teaching process, when the network already achieved a high level of recognition and identification of objects through self-teaching (three clusters in Figure 9.21), the area with no attractors still contains spare neurons. They are dispersed randomly and they will disappear as the self-teaching process continues.

Sometimes, even after basic learning has ended and a new object appears, the neurons take over the learning process rapidly and attempt to identify the new object. Even after a long period of systematic self-teaching and considerable experience, a network may deploy all its neurons into a certain orbit of an attractor. If a new object appears after this type of network petrification, it will have no free neurons capable of accepting the new object and learning to
identify it. Thus, a long process of self-teaching leads to the network’s inability to accept and adapt to new inputs.

Humans are subject to the same phenomenon. Young people adapt to new conditions and acquire new skills (e.g., using computers) easily. Older people who have experience performing certain functions and recognizing situations may take a skeptical view of new ideas and resist learning new tasks.
The detailed course of self-learning depends on the initial set of the values of neural weights—the innate qualities of individuals. Learning also depends on the sequence in which the learning series objects (life experiences) are presented. Some people retain their youthful curiosity and sense of amazement, and approach new situations enthusiastically. Others remain rigid and cling to their biases. You can track this process in a network.

Example 10b is constructed so that pressing the Reset button will restart the self-teaching process with the same number of neurons, randomly chosen initial weight vector values, and a new and random set of learning objects assigned to chosen quadrants. By clicking on the buttons that mark the quadrants, you can freely switch presentations of objects on and off. In essence, this allows the user full control of the experiment.

If you repeat the learning process, you will see that the tendency for self-organization—the spontaneous tendencies of individual neurons to identify certain classes of input signals—is a constant feature of a self-teaching neural network. It does not depend on the number of classes, the number of neurons, or the arrangement of their initial values of weights. You will also notice that “more talented” networks consisting of more neurons can accept new types of inputs and maintain new skills for longer times.

9.4 Neuron Responses to Self-Teaching

You can perform various analyses using Example 10b. We suggest you begin with an analysis of the influence of object presentation on self-teaching. The program has no built-in mechanisms that present the relevant facts “on a plate.” However, if you watch the simulated self-teaching process several times, you will notice that the classes whose objects are shown more often attract far more neurons than the classes whose objects appear less frequently (see Figure 9.22 results for first and second quadrants). This may lead to a lack of willing neurons’ recognition of some classes of inputs, especially in networks with small numbers of neurons (compare third quadrant in Figure 9.22).

Figure 9.22  Representations of classes created via self-teaching process.
This is a big problem that was mentioned briefly in an earlier chapter. As a result of this tendency of neurons to focus on certain inputs, self-teaching networks must contain many more neurons than networks that carry out the same tasks after training by a teacher.

Examining the self-teaching process on many samples will demonstrate that the first reaction of a network is particularly relevant. This can be seen in Figure 9.23. The reproduced images of the first (top left) and final (bottom right) self-teaching steps accidentally draws only objects of the third quadrant in the first nine steps of the algorithm. Notice how it strongly affected the final distribution of the number of neurons in different quadrants.

Note that the overwhelming influence of experiences on later development of preferences and habits can also be seen in humans. If certain reactions (quadrants) are initially disabled (e.g., by an unhappy childhood experience), the representation of the initial experiences (represented in the model by a quadrant containing signals) remain visible in the network as limited or absent signals. This observation explains why successes in eliminating the effects of a difficult childhood are so rare.

Observing the attraction processes of some neurons and repulsion reactions of others allows you to imagine what happens when your brain encounters new situations and must analyze them. Consider a neural network with a large number of neurons. Figure 9.23 shows the self-teaching process of a network containing 700 neurons. You will see the mass movement of the “states of consciousness” as many neurons converge toward the points corresponding to the observed input stimuli and thus become detectors of these classes of input signals.
You can also view the “revolution” that takes place in the first steps of the self-teaching process. This is best done by conducting an experiment in steps. Information about which objects are often and rarely shown in the initial stages of learning is shown as numbers in the relevant quadrants, so you can easily observe and analyze the basic relationship between the frequency of presentation of the specified object in the training data and the number of neurons ready to recognize them. You can observe the effect especially clearly when you compare the results of many simulations. Recall that the results of all the individual simulations strongly influence the initial distribution of the weighting factors of individual neurons and the order of presentation of the training set objects. Both these factors are randomly drawn in the experimental programs.

9.5 Imagination and Improvisation

After you observe how networks form and classify ideas, you can move on to more subtle network activities. You may have noticed when practicing examples with large number of neurons the process of formation of neuron clusters recognizing main objects introduced to the system. We can also view tracks of neurons. These neurons are spontaneously aspiring to detect and recognize inputs and related objects (Figure 9.24). During self-learning, these neurons act as detectors focused on signaling the presence of real-life objects but “fantasize” about non-existing entities with astounding regularity.

How does this impact results? A network that is shown a fish and a woman repeatedly will learn to recognize both images but this requires explanation. At appropriate points, some neurons will correctly recognize a woman and a fish; some will be ready to recognize entities displaying the features of the fish (tail) and the woman (the head and shoulders). Although the creatures were not shown during the self-learning process, the network prepared neurons to detect them. In a certain sense, the network may have “imagined” them.

![Parameter localization for neurons (detectors of hybrids) ready to detect objects having properties shared by real objects.](image)
Following a similar principle, the same network that developed an ability to recognize bird species can associate bird features with the characteristics of a woman (head, hands, dress) and thus create an image of an angel (Figure 9.25).

After repeating many experiments, we are convinced that every young (not fully taught) neural network will have a tendency to invent objects that do not exist. If experiments regularly prove that women and fish both exist and no creatures share the properties of women and fish (e.g., mermaids), the neurons will change their specialization to accommodate the hybrid combination.

These neurons will proceed to recognize real-life creatures instead of fantasies. They exhibit this tendency during experiments. If a hybrid creature (e.g., a bat that is in essence a mouse with wings) is presented, a network’s previous experience with combination objects will facilitate the detection and classification tasks.

It appears that this ability to invent non-existent objects by combining elements of impressions and experiences is displayed by networks only during the early stage of self-learning. The analogous human behavior is a child’s enjoyment of fairy tales and legends that are boring to adults. When you observe feeble chains of neurons emerging during self-learning, as shown in Figure 9.26, then you may be watching the formation of associations, analogies, and metaphors.

During some experiments, certain (usually single) neurons remain outside the areas concentrated near the spots where input objects appear. Actually, these are of little practical significance because most neurons are taught easily and are subject to precise specialization. The majority of them aim toward perfection in handling detection and signaling of real-world objects. The neurons that are out of touch with reality will stay and retain (Figure 9.27) their images of non-existent entities.
If you watch carefully the initial stages of self-learning, you may notice another interesting phenomenon. After an object is shown at a certain point in the space of the input signals, a few neurons will change their original positions. When they reach a new location distant from the original one, they remain in the same direction as the input object even though they are far from the origins of the coordinate system. This is a rare event because it depends on the initial distribution of weight coefficients. If you patiently repeat your experiments, you will notice this change (Figure 9.28). As a rule, rebellious neurons land outside the borders of the limiting frame and they can be seen because lines with no empty squares at the ends will appear.

Neurons that wander far at the start of self-learning will be pulled back in consecutive stages of teaching to the area associated with the presented standard and they will find their way back to where they should be. We are concerned with them because they illustrate a well-known psychological effect known as grandiosity (Figure 9.29). Indeed, a neural Gulliver escaping the display area becomes the standard of an object that displays roughly the same features as the model object perceived at the start of teaching—with all its features magnified.

If a lion is shown, the image produced after enlarging its perceivable features depicts a real monster that has huge fangs and claws, ruffled mane, and dangerous roar. The image contains all
the features of a lion, only larger, as in Figure 9.30. Such exaggerated ideas of a neural network are usually short lived and the system behaves as programmed.

At the end of self-learning, most neurons form tight clusters near the spots where input objects will signal (they have already chosen a master and are ready to serve). Sometimes, rebellious points appear beyond the display area. Despite their resistance, they are pulled back to the areas where real objects are recognizable (Figure 9.31). These neurons pursue different paths and the results may be incorrect reactions. As time passes, the rebel neurons are forced to join the conforming majority on the correct path. On occasion, an unexpected input gives these non-conformists a chance to win, but such occasions are rare.

![Figure 9.28 Effect of neuron escape in initial stage of self-learning.](image1)

![Figure 9.29 Effect of grandiosity at lower scale than in Figure 9.28, but still noticeable.](image2)
Figure 9.30  Interpretation of effect of grandiosity.

Figure 9.31  Pulling back neurons that escape in the initial stage of teaching and create fictional representations of data—effect known as grandiosity.
9.6 Remembering and Forgetting

This chapter concentrates on the activities of self-learning networks such as storing information and gaining knowledge, and explains how they accomplish these tasks. Networks are also subject to another event that occurs daily in human life: forgetting. This phenomenon is burdensome in some situations, but it is an essential biological function. Our living environments change constantly. Actions we mastered at some stage of life may become outdated or even harmful, and we are compelled to gain new skills and forget earlier ones. Forgetting unneeded information prevents conflict and confusion.

We can use neural network simulation to observe and analyze this process. New objects appearing during simulation of self-learning networks may divert neurons from tasks they already learned. In extreme cases, new objects can “kidnap” neurons that recognize earlier patterns that are obsolete (Figure 9.32). In this situation, the neural network recognizes quite well all four patterns that were presented to it. Please note that pattern number 1 has the strongest representation in the 1st quarter.

The network in the figure recognizes all four patterns presented to it. The first pattern in the first quadrant displays the strongest representation. At this point, self-learning is interrupted intentionally and the experiment proceeds to “kiddning.” A class is a collection of objects that are similar to each other within a class and different from the objects belonging to other classes—each object is an instance of its class. Classes can be named (e.g., “dogs,” “cats,” “horses,” “cows”), but in our considerations the names are not important. Therefore, we use numbers instead of names. Our discussion is concentrated on classes 1 and 4, because class 1 loses neurons and class 4 gets them. Classes 2 and 3 are stable, and therefore not interesting. Neurons recognizing objects of class 1 change their specializations immediately. They quickly focus on recognizing other classes of objects (class 4; Figure 9.33 left). The earlier familiar class is forgotten but not completely. Even

![Figure 9.32 First stage of forgetting process during self-learning. Network still possesses earlier (class 1) knowledge.](image-url)
extended learning courses leave traces of earlier learning in neuron memories (Figure 9.33 right). Although the trace in the figure is very weak (involving only one neuron), it significantly altered the position of the neuron.

Humans have similar experiences. You may be interested in botany and learn the names of and characteristics of new plants. If you fail to revise and solidify your knowledge quickly, you will forget what you learned. The old information will be blurred by new knowledge and plant identification will be difficult.

### 9.7 Self-Learning Triggers

During experiments with Example 10b, we saw that the impulsive nature of self-learning caused some classes of objects to be stronger (better recognized) and other classes to be weak or absent. This is an important shortcoming of self-learning methods and we will describe it in detail in Section 9.8.

We should demonstrate that self-organization and self-learning occur only when a network is based on patterns in the input data sequence. The situation in Example 10b was simple. The objects shown to the network belonged to a specific number (usually four) of well-defined classes. Furthermore, the classes occupied distinct areas, namely the central parts of four quadrants of the system.

The objects appeared in a random sequence but were not located in random places. Each time a point presented to the network was located (with some deviation) in the central area of a given quadrant, it represented an example of an object. A completely typical (ideal) object would have appeared exactly in the center of the quadrant. This type of object representation may reveal a familiar result. The self-learning process caused neurons to form groups specialized to recognize specific patterns: combinations of slightly varied object representations from one class—variations of the same perfect pattern.
We now consider how a network behaves when points used during learning are located completely randomly. In an example from an earlier chapter, we discussed a space probe sent to Mars. In this example, no Martians are found. The landing vehicle sensors receive images only of random shapes of Martian dust formed by winds.

A feature of Example 10b allows easy observation of this situation during learning by activating the RND learning option. You must check the box because this option is disabled by default. From this point, you will not see the quadrant in which the learning sample is located (Figure 9.34). It is not important if you enable random point selection from all quadrants as in the figure. The sample object will appear randomly anywhere in the coordinate system.

Because of the lack of order, no information will be generated in the input data sequence. Neurons may be attracted to the center of the area on one occasion and at other times will be pushed outside (Figure 9.35). In this case, the self-learning process will not lead to the creation of visible groups of neurons. Instead the neurons will form a large circle within which the mean signal pattern will appear. When you watch this aspect of self-learning for a time, you will see that the size and location of the circle change with every presentation of the learning sample (Figure 9.36). However, no groups of neurons will emerge because the input data contain no such groupings.

The conclusion is both optimistic and pessimistic. The optimistic view is that the self-learning of a neural network may help it find unknown patterns present in the input data; users do not have to know what and how many patterns are present. Sometimes, self-learning networks appear to answer unasked questions. In general, they accumulate knowledge during learning and also discover it. This is an awesome development because computer science has many good tools (Internet and databases) that yield good answers to good questions. We can even obtain good answers to stupid questions but no commonly available tools can find answers to unasked questions.
Self-learning neural networks have such abilities. Finding answers to unasked questions is called data mining. It is used, for example, to determine customer behaviors and preferences of mobile phone users. The marketing specialists can make use of even the smallest piece of data about repeatable and common customer behaviors. The result is a huge demand for systems that provide such information.

The (slightly) pessimistic part relates to a self-learning network that generates data devoid of useful information. For example, if input values are completely random (without explicit or
implicit meaning) even the longest learning process will not provide meaningful results. This characteristic has a positive side. Neural networks will never replace humans by generating new ideas suddenly and spontaneously.

9.8 Benefits from Competition

Any type of neural network can be self-learned. The most interesting results arise by enriching self-learning with competition. The competition between neurons is not a new concept; it was described in Section 4.8. Example 02 demonstrated the operations of networks in which neurons compete.

All neurons in competitive network receive input signals (generally the same signals because the networks are usually single-layer types). The neurons then calculate the sums of those signals (multiplied by weights that vary with each neuron). All values calculated by neurons are compared and the “winner”—the neuron that generated the strongest output for the input—is determined.

The higher the output value, the better the agreement between the input signal and the internal pattern of a neuron. Therefore, if you know the weights of the neurons, you can predict which ones will win by presenting samples that lie in particular areas of the input signal space. The prediction is easy to make because only the neuron whose internal knowledge is in accord with the current input signal will win the competition and only its output signal will be sent to the network output. Outputs of all the other neurons will be ignored.

Of course, the success of the neuron is short-lived. The arrival of new input data means another neuron will win the competition. This is not surprising there. The map showing the arrangement of the weight values determines which neuron will be the winner for any given input signal—the neuron whose weight value vector is the most similar to the vector representing the input signal.

A few consequences surround the winning of a competition by a neuron. First, in most networks of this type, only one neuron has a non-zero output signal (usually its value is 1). The output signals of all other neurons are zeroed. This is the winner-takes-all (WTA) rule. Furthermore, the self-learning process usually concerns only the winner. Its (and only its) weight values are altered so that presentation of the same input signal will cause the same winning neuron to produce even output. Why is that?

To answer, let us examine carefully what exactly happens in a self-learning network with competition. At the start, we present an object represented by its input signals. The signals are propagated to all neurons and form a combined stimulation. In the simplest case, combined stimulation is a sum of input signal multiplied by the weight values. We can apply the same rule to neurons with nonlinear characteristics. The more weight values of the neuron are similar to the input signal, the stronger the combined stimulation of neuron’s output.

We already know that the sets of weight values can be treated as input signal patterns to which each neuron is particularly sensitive. Therefore, the more the input signal is similar to the pattern stored in the neuron, the stronger the output when this signal is used as an input. Thus, when one of the neurons becomes the winner, its internal pattern is the most similar to the input signal among signals of all the other neurons. But why is it similar?

In the beginning, this result may arise from random weight value initialization. The initial values of these are random in all networks. The randomly assigned values are more or less similar to the input signals used during learning process. Some neurons accidentally acquire
an innate bias toward recognition of some objects and aversion to others. The learning process later forces internal patterns to become more similar to some kinds of objects at each step. The randomness disappears and neurons specialize in the recognition of particular classes of objects.

At this stage, a neuron that won by recognizing the letter A will probably win again when another A is presented on an input even if it is slightly different from the previous sample. We always start with randomness. Neurons decide which of them should recognize A, which should recognize B, and which should signal that a character is a fingerprint and not a letter. Self-learning process only reinforces and polishes a neuron's natural bias (again randomly assigned during initial value generation).

This happens in every self-learning network, so what does competition mean? Competition makes self-learning more effective and efficient. Because initial values of weights are random, a few neurons may be biased toward a single class of object. Without competition, the bias will be strengthened simultaneously in all the affected neurons. Eventually there will be no variety in behaviors of neurons. Neuron behaviors will become more similar as shown in experiments with Example 10b.

When we introduce competition, the situation changes completely. Some neurons will operate more suitably for recognizing the input object than their competitors will. The natural consequence is that a neuron whose weight values are (accidentally) most similar to the presented object will become the winner. If this neuron (and only this one) is learning during this step, its inborn bias will develop further. The competition will stay behind and compete only for recognizing other classes of objects.

You can observe self-learning with competition using the Example 10c. We designed competitive learning in a task similar to the Martian family examples from Section 9.1. This time, the learning principle is different because the system will process completely new behaviors.

After starting, the application will display a parameter window. You can specify the number of neurons in the network. We suggest you manipulate only this parameter at first. It will be too easy to stray from the goal if you change several parameters.

The rule to determine the number of neurons is simple: the fewer neurons (e.g., 30), the more spectacular the results of self-learning with competition. You can observe easily that all neurons except the winner remain still; only the winner is learning. The exercise allows a user to trace changes of locations of learning neurons to reveal their trajectories. In Example 10c, a neuron that reaches its final location appears as a big red square that indicates completion of learning process for the particular class (Figure 9.37).

When self-learning starts, you will see that only one neuron will be attracted to each point where objects belonging to a particular class appear. This neuron will eventually become a perfect detector for objects that belong to this class. You will see a big red square in a place where objects of that class typically appear during learning. If you click the Start button again, you will activate a step-by-step feature (if you hold the Start button down, the self-learning process will become automatic).

You can observe trajectories of moving weight vectors of specific neurons and read messages shown in each quadrant to see which neuron wins in each step. One neuron in each quadrant is chosen to win every time samples from the quadrant are presented. Moreover, only this neuron changes its location and moves toward a presented pattern. Eventually it reaches its final location and stops moving (Figure 9.38).
Self-learning with competition is more difficult to observe in systems with huge numbers of neurons. Unlike the classic self-learning process in large complex networks, learning with competition has a very local character (Figure 9.39). With many neurons, the distance from the nearest neighbor to the winning one is very short and therefore the trajectory of the winner is barely visible.

Figure 9.37  Example 10c parameter window and self-learning visualization in network with competition before and after eventual success.

Figure 9.38  Self-learning in a network with competition.
Conversely, with a small number of neurons (e.g., five), trajectories are long and spectacular. Moreover, the competition feature allows detection of even very weak initial biases toward recognizing some classes of objects can be detected. The biases will be strengthened during learning provided that competitors have even weaker biases toward recognizing objects of a particular class (Figure 9.40). The visibility of the sequence of changing locations will allow you to notice another interesting characteristic of neural networks: the fastest learning and greatest location changes occur at the beginning of the learning process.
9.9 Results of Self-Learning with Competition

Example 10c permits you to activate the soft competition parameter (Figure 9.37 left). We suggest you use the default setting at first. We will experiment with soft competition after you understand the benefits and disadvantages of hard competition.

The hard competition displayed in Example 10c allows us to avoid cliques of neurons that have exactly the same preferences as those formed during our work with Examples 10a and 10b. If you are lucky, especially when working with networks consisting of many more neurons than classes of recognized objects, you may also avoid holes and dead fields in representations of input objects. Holes and dead fields denote the objects that no neurons could recognize. There is a high probability that when competition is used in a network, no neuron will be able to recognize multiple classes of objects. Conversely, no class of objects will not be recognized by any neuron, as noted in the old proverb that says, “Every Jack has his Jill."

When learning with competition, the neurons other than the winner do not change their locations so they are ready to learn and accept other patterns. If objects from a completely new class suddenly appear during learning, some free neurons will be ready to learn from and identify this new class. Example 10c includes an option that allows you to order a new class of objects to appear.

To do that during simulation, click the New Pattern button. By clicking the button a few times, you can lead your network to recognize many more classes of objects than only four types of Martians. Learning with competition assigns each of those classes of input objects a private guardian neuron that from that moment will identify with this class (Figure 9.41). Usually some free neurons are available to learn new patterns that may appear in the future.
Unfortunately, the pure self-learning process combined with hard competition may cause abnormalities. When you initiate self-learning with a low number of neurons (four in the example application), one neuron will identify with and recognize one class of object. If new classes of objects are introduced when you click the New Pattern button, the “winner” may be a neuron that already specialized in recognizing some other class. Some class of input objects that gained a strong representation among neurons suddenly loses it. This is similar to the human reaction when new information replaces old information.

Figure 9.42 shows such an effect, in this case very strong. All trained neurons recognizing some objects re-learned after being shown new objects and started recognizing the new ones. This situation is not typical. Usually more neurons are available than recognized classes of objects are presented so the “kidnapping effect” is somewhat rare—it happens in one or two classes out of a dozen (Figure 9.43). That explains why some details disappear from our memories and are replaced by more intense memories. Unfortunately, memories that are “lost” may be important.

During experiments with Example 10c, you will notice other “kidnap-related” phenomena. New objects may kidnap neurons that already were in stable relationships with some class of objects and many neurons may still be free if they are distant. In the sample application, the phenomenon intensifies after one class of objects is shown and only when neurons start identifying with this group are new classes of objects shown. The new objects sometimes “steal” neurons from established classes. If all objects are shown at the same time, a competition can be observed when neurons are attracted to the first group and then to the second. You can see this in Example 10c when you start the self-learning process with a very low number of neurons; see Figure 9.44.

In this case, it is possible that a network will learn nothing despite a very long self-learning process. That will sound familiar to students who are not prepared to take a battery of examinations in mathematics, physics, geography, and history in a single day.

The solution may be “softening” the competition by clicking the Back button to return to the parameter window (Figure 9.37 left). Activate Soft competition by checking the box. From this moment, the application will apply softer limited competition. This means the winning neuron...

![Figure 9.42 Replacing previously learned skills with new information.](image)
Figure 9.43  Few learned patterns are lost in a network with “hard” competition.

Figure 9.44  Attracting a neuron between objects of classes 1 and 4.
will be chosen only if the value of the output signal is exceptionally high. Thus those neurons will be evenly divided between classes of recognized objects and no kidnapping of neurons that already belong to some other class will occur.

Unfortunately, you may see another worrying phenomenon. Under some circumstances (especially in networks with low numbers of neurons), no winner may appear among the neurons when an image is shown† (Figure 9.45). Use Example 10c with soft competition to examine this phenomenon carefully. It will be easy, because the application uses special markers that show the locations of patterns of classes that are omitted (for which there is no winner among neurons).

In the absence of strong competition, such omissions happen often, especially in networks with small numbers of neurons. In such cases for most classes in the network, voluntarily patterns will be created to allow automatic recognition of signals that belong to the specific classes. However, the “unlucky” class of signals no neuron wants to detect will have no specialized detectors. Such a neuron is like a person who has a flair for history, geography, and languages but cannot master mathematics.

Questions and Self-Study Tasks

1. Explain for whom, when, and why a self-learning neural network might be useful?
2. What determines whether points representing neurons in Example 10a will be blue or red?

† Soft competition is like partners who love each other and get married. Short and strong fascination does not lead to long-lived relationships such as marriages.

† Another analogy applies to this situation. Unmarried people sometimes engage in hard competition in attempts to achieve monogamy.
3. Taking into consideration experiments described in this book and your own observations, formulate your own hypothesis on the influence that the inborn talents (represented by initial randomly organized weight vectors) exert on the gained knowledge represented by the self-learning process. Do you think that systems of small numbers neurons (such as primitive animals) are strongly influenced by their instincts and inborn qualities and more complex systems of many neurons (such as human brains) are more strongly influenced by external factors such as personal experiences and education? Find arguments for both views using self-learning networks of various sizes.

4. Describe the features of self-learning networks with very low and very high learning factor (etha) values. Do we observe similar phenomena in animal brains? When answering this question, remember that learning is easier for younger brains and it becomes more difficult with age (diminishing etha values in a neural network). For example, a young puppy has a brain that can be modeled by a network with a very high etha value. Its brain is different from the brain of an older dog (whose etha value may approach zero). Present the positive and negative views of this concept.

5. Do you think that a self-learning network that has “imagination” capabilities and can devise a new idea that has no similarity to known input signals used during self-learning?

6. Can you imagine a real-life situation that represents the experience described in Section 9.7? Explain what influence the situation would have for an animal brain or the brain of a young human.

7. Do you think that the forgetting mechanism triggered by over-learning described in Section 9.6 explains all the issues related to over-learning? Is the forgetting of information that is not constantly updated beneficial from a biological view or not?

8. Which adverse phenomena that occur during self-learning of a neural network can be eliminated by introducing competition? Which phenomena will remain?

9. In networks with competition, the winner-takes-all rule is sometimes replaced by the winner-takes-most rule. The Internet has information about this concept. What does the replacement indicate? What do you think?

10. Assume you want to design a self-learning network that can create patterns for eight classes. Prepare an experiment to determine how many more neurons (more than eight) the network should have at the start of self-learning, so no class will be omitted and the number of free neurons will be as low as possible.

11. Advanced exercise: Modify Example 10b to demonstrate how the etha parameter changes over time. Allow for the planned appearances of some objects during the network’s lifetime (e.g., early during learning or after training and experience). Run a series of experiments with such a real-life application. Describe your observations and develop conclusions. What observed phenomena have their representations in real-life situations? Which ones result from simplifying real neural networks (brains)?

12. Advanced exercise: Modify Example 10c to enable competition with a “conscience” (a neuron keeps winning but gradually lets other neurons win). Compare such a behavior with serious competition. What conclusions can you derive? Do those conclusions apply only to neural networks or could they also apply to real-life processes, for example in economics?
Chapter 10

Self-Organizing Neural Networks

10.1 Structure of Neural Network to Create Mappings Resulting from Self-Organizing

To this point, we demonstrated that neural networks can be taught by teachers or learned independently. We will now talk about networks that teach themselves without teachers and agree based on the interactions to handle the functioning of all neurons so that their cumulative results take on some new quality. These systems automatically generate complex mapping by transforming a set of input signals into output signals. This mapping generally cannot be predicted or controlled. Thus these networks are far more self-reliant and independent than the networks described earlier in this book.

The creator of such a network can impose only slight control over the properties. The essence of their operation and the final mapping depends on the results of their functioning. The actions of such networks are determined mostly by a process of self-organization. Details of the process will be illustrated later in this chapter. Before that, we will briefly explain various applications of self-organizing neural networks because they serve as serious tools for serious purposes.

Mapping is a rich and complex mathematical concept that exhibits several specific properties. We intend to discuss important ideas without burdening you with theory. Some important details are admittedly complex, but they will prepare you to build and work with self-organizing networks and take advantage of their unique properties. We assume that you are an eager adventurer willing to explore difficult issues if you have read this far.

We often must convert signals from input to output according to certain rules. When building a robot to perform certain tasks, we must ensure that it can convert the input signals received by sensors (video cameras, microphones, touch replacement contact switches, ultrasonic sensors, approximation sensors, etc.) correctly to control the signals for actuator devices driving the mechanisms that operate legs, graspers, arms, and so on (Figure 10.1). The conversion of input signals into correct output signals is called mapping (Figure 10.2).
Of course, a simple random mapping would be useless. Mapping is crucial because it ensures that a robot moves correctly, performs meaningful tasks, and responds properly to commands. The mapping binds stimuli recorded by sensors to concrete moves performed by actuators. Thus mapping must be properly designed and programmed correctly. Engineers who design robots and other sophisticated devices work hard on mapping because mapping is an essential component of the “brain” that controls a robot. Mapping is simple if a system has only one input signal and one output signal.

However, even the simplest robot involves many sensors and actions, and mapping becomes a difficult and demanding task. Attempting to program the mappings for complex tasks manually would require more time than an average human life span.

This is where self-organizing neural networks prove useful. Figure 10.3 illustrates such a network structure. Self-organizing networks usually have several inputs. Figure 10.3 shows only three so we can keep the illustration simple. A tangle of connections of 30 inputs would be impossible to trace in a diagram. However, self-organizing networks in practice usually involve more than a dozen inputs. This number is usually more efficient in various applications than networks utilizing far more signals.

A more important issue is that these networks tend to generate more outputs because of vast numbers of neurons that form the so-called topological layer. “Vast numbers” means at tens to thousands of neurons. These networks are far larger and more flexible than all the networks discussed to this point and we should understand the topological layer and what it does. We described the concepts of rivalry and “winner” neurons in an earlier chapter. Because they are also useful for this discussion, a brief review is in order. After providing specific input signals to the network, all the topological layer neurons calculate their output signals in response to the input signals. One signal in the group is the largest and the neuron that produced it becomes the winner (Figure 10.4).
By activating this parameter you are causing random selecting of learning object apparition.

Figure 10.3 Structure of self-organizing neural network.

Figure 10.4 Example distribution of output signal values presented on topological layer of network with selected signal from “winner” neuron.
Self-organization identifies one and only one winning neuron. Thus the predominance of the winner among the competitors is clear. In exceptional cases, a network may generate a completely abnormal input signal (not included in the teaching set) after self-organization. Determining the winner in such cases is difficult because all the topological layer neurons produce very weak but consistent signals.

10.2 Uses of Self-Organization

Self-organizing networks form certain representations of a set of input signals into a set of output signals based on certain general criteria. The networks perform this task independently, solely on the basis of observations of input data. The representation is no way determined in advance by the network’s creator or user. The structure and properties arise spontaneously in a coordinated self-learning process involving all the elements of the network.

This spontaneous creation of signal projection is called self-organization. It is another form of self-learning from a different view. The effects from the program used in this chapter will be interesting. Self-organization involves an obviously higher level of network adaptation of a network by optimizing the parameters of each neuron separately. The coordination of activities of neurons contributes produces highly desirable grouping effects.

The grouping effect results when a network in the process of self-organization tries to divide the input data based on certain classes of similarities. The groups are detected automatically among the input objects (described by the input signals) and the system places similar signals in an appropriate group. The signals for each group are distinctly different from the signals assigned to other groups.

Such data clustering is very useful in many applications. A number of specialized mathematical techniques involving the analysis and the creation of such groups were developed and they constitute the specialty of cluster analysis. These analysis methods are useful in various business applications, for example, comparing similar companies in an effort to predict their returns on investments. The methods can be used in medicine for studying disease symptoms to determine whether they are indicative of a known or unknown disease.

Figure 10.5 depicts an example of a neural network that can group input signals (color image pixels coded as the usual red, blue, or green components) according to similarities of their colors. Figure 10.6 shows the effect of the network before self-organization (left) and afterward (right). The figure was created in such a way that in every place where there is a topological layer neuron, was drawn a box filled with such color of the pixel input, which makes this particular neuron able to become a “winner.”

Figure 10.6 (left) shows the activity projection of the network before self-organization. The figure at right shows the process. Grouping image pixels of similar color is not a task that yields special benefits. You may view Figure 10.6 and ask why such a feature is needed. The answer is in Figure 10.7 depicting topological layer of a self-organizing network programmed to compare data of different companies.

Network inputs cover type of business, capital owned, number of employees, accounting data reflecting profits and losses, and other parameters. The network grouped these companies and so placed the parameters that each neuron wanted to become the winner when information about its company was shown. A year later, the companies were analyzed again. Some produced losses or were threatened with bankruptcy. Those neurons are shown in red on Figure 10.7. Other companies suffered economic stagnation. The neurons assigned to them via
Figure 10.5  Network grouping input signals (components corresponding to typical coding of digital image) in collections indicated by different colors.

Figure 10.6  Activity projection of network from Figure 10.5.

Figure 10.7  Effect of clustering in self-organizing neural network.
self-organization are indicated in blue in the figure. Finally, companies that yielded optimistic results are shown in green.

You may find plenty of impressive examples of self-organization like this on the Internet. You can input “self-organizing network” or “SOM” (self-organizing map) on Google and you will find a lot of information about grouping input data into similar classes and practical applications.

Neural networks engaged in self-organization are very attractive tools for grouping input data and creating similarity classes among them. The attractiveness of the neural approach is mainly that self-organization can proceed automatically and spontaneously. The network creator does not have to provide clues. The necessary information is contained in the same input data from which the network will extract the observation that some inputs are similar and some are not.

After a network learns how to cluster input data, it produces useful results. Winning neurons that specialize in identifying specific classes of input signals act both as detectors and indicators. Now that we understand the effect of clustering in self-organizing neural networks, we will briefly consider the collectivity of network activity.

The networks in which the self-organization takes place are organized so that an image a neuron identifies depends to a large extent on what other neurons located in its vicinity identify. In this way, a community (or collective) of neurons can process information more fully than any one of the individual neurons could (Figure 10.8).

The figure shows the results of our research related to the recognition by a self-organizing neural network of simple geometrical figures shown to it as images. It indicates places where the network independently placed the neurons indicating the various shapes of figures shown to it. A brief tour of this map will reveal that this distribution of neurons is not accidental.

We start with red arrows from the neuron that becomes the winner whenever a square is shown to the network. Nearby are the neurons indicating pentagons; a little farther away are those signaling octagons. This is correct because a pentagon is more similar to a square than an octagon. The neurons recognizing circles are placed near those recognizing octagons and a short path leads to neurons signaling an ellipse, not far from the neuron that understands a semicircle. This neuron has a clear affinity for a segment of a circle (sector) whose shape is similar to that of a triangle.

The workings of collective self-organized networks are interesting and lead us to broader considerations. A community of appropriately linked and cooperative elements makes it possible to
discover new forms of behaviors and actions that reveal far more information than individual elements. The same dynamic appears in entomology. A single insect is intellectually primitive and tiny. However, communities of insects are capable of complex, deliberate, and intelligent actions, for example, constructing bee colonies, complex nests, and termite mounds.

Self-organizing networks are convenient and valuable tools and also interesting research subjects. You can master the details of the self-organization processes of neural networks by studying the material in this chapter and performing experiments with the program devised for this purpose. The key concept for understanding and using self-organized networks is the formation of neuron neighborhoods.

10.3 Implementing Neighborhood in Networks

To understand the structure and function of a self-organizing network completely, we had to analyze its functioning and compare its performance with those of simple self-learning networks described in Chapter 9. We learned that the overwhelming influence of random initial values on the course of simple self-learning means that the creator of the network does not control what the neurons will learn.

After completing self-learning, the distributions of neurons may signal events that may not conform to the user’s wishes. Applying manual intervention to influence self-organizing network behavior is difficult and also contradicts the principle on which such networks are based. The introduction of competition into a network may cause some neurons with adequate inborn abilities to be amenable to the teaching process; the others will resist it. This dynamic can be seen in Example 10c.

The program outputs results that include identification of “winner” neurons for each class that later advance to become detectors. The numbers appear chaotic and seem to have no relation to the locations of detected objects. Thus, the assignment of specific object detection functions to specific neurons may increase or decrease the utility of a network. If, for example, some of the input signals are similar, you may want their appearance signaled by neighboring neurons in the network. A self-organizing network works as shown in Figure 10.8. Pure self-learning networks do not require interference; users can simply accept what will happen.

A solution to these issues is to introduce a new mechanism: neighborhood. Teuvo Kohonen of Finland first applied the neighborhood concept to neurons in networks in the 1970s. Subsequently, networks utilizing neuron neighborhoods and competition became known as Kohonen neural networks.

We will now demonstrate how neighborhood works and what benefits it provides. To date, we have considered neurons in networks as largely independent units. Although they were linked together and transferred signals to each other, their relative positions in the layers did not matter. The numbering of neurons was introduced solely for ordering purposes for organizing calculations in programs simulating networks.

The self-organizing network described in this section is important. The adjacent nature of neurons in the topological layer significantly influences the behavior of the entire network. We usually associate neurons of a topological layer with points of some map displayed on a computer screen—typically a two-dimensional neighborhood. Neurons are depicted as if they were placed in nodes of a regular grid composed of rows and columns. Each neuron in such a grid has at least four neighbors [two horizontal (left and right) and two vertical (top and bottom)] as illustrated in Figure 10.9.
If required, a neighborhood can be considered more broadly by admitting neurons on the diagonal (Figure 10.10) or neurons located in more distant rows or columns (Figure 10.11). The choice of type of neighborhood is entirely up to the user. For example, you can describe a network of one-dimensional neurons that will form a long chain. As shown in Figure 10.12, each neuron will have the neighbors preceding and following it along a chain.

Specialized applications of self-organizing networks may even involve three-dimensional neighborhoods. Neighboring neurons look like atoms in the crystal lattices frequently appearing in textbooks. A neighborhood can include four, five, or more dimensions but the two-dimension type is definitely the most practical and for that reason we will limit our discussion to that type.

A neighborhood consists of all the neurons in a network. Each neuron has a set of neighbors, and in turn it acts as a neighbor to other neurons. Only neurons located at the edge of the network do not have full sets of neighbors. However, sometimes this can be remedied by a special arrangement, for example, a network may be “closed” in such a way that the neurons of the upper edge are treated as neighbors to neurons from the lower edge. Similarly, closings can be applied using the left and right edges.
10.4 Neighbor Neurons

Adjacent neurons (neighbors) play an important role in network learning. When a neuron becomes a winner and undergoes teaching, its neighbors are also taught as we will explain later. Figure 10.13 depicts the self-learning process for a single neuron in a self-learning network.

Now let us compare this with self-learning of the winning neuron illustrated in Figure 10.14. Notice that a winner neuron (navy blue point) is subject to teaching because its initial weighting factors were similar to the components of the signal shown during the teaching process (green point). Therefore, amplification and substantiation of only natural (“innate”) neurons occur. The preferences of such neurons were noted in other self-learning networks. The “winner” in the figure was attracted strongly by an input point. Its vector of weights (and a point representing this vector on a figure) will move strongly toward the point representing the input signal.

Neighbors of a winner neuron (yellow points lightly toned in red) are not so lucky. However, regardless of their initial weights and output signals, they are taught to have tendency to recognize this input signal even though another neuron became the winner. The neighbors are taught slightly less intensively than the winner (arrows indicating magnitudes of their displacements are visibly shorter).

One important parameter defining a network is the coefficient specifying how much less the neighbors should be taught. The neighbors (yellow points) often have much better parameters and tendency to learn (they were much closer to the input point) because they did not undergo initial teaching as the winner did.
Self-learning process means that weight vector $W$ of the learned neuron pull toward vector $X$, representing signal, which is the cause of learning.

Figure 10.13  Self-learning of single neuron.

Figure 10.14  Self-learning of winning neuron and its neighbors.
What will be the outcome of this strange teaching method? If the input signals arrive in a manner such that clear clusters are formed, the individual neurons will try to occupy (by their vectors of weights) the positions at the centers of the clusters. The adjacent neurons will “cover” the neighbor clusters as illustrated in Figure 10.15. The green dots in the figure represent input signals; red stars correspond with the locations in the same coordinate system of vectors of weights of the individual neurons.

A less desirable situation will occur when input signals are equally distributed in an area of the input signal space as shown in Figure 10.16. In this case, the neurons of the network will have a tendency to share the function of recognizing these signals and each sub-set of signals will have its “guardian angel” neuron. Each such neuron will detect and recognize all signals from only one sub-area (Figure 10.17). Clearly after input of a set of randomly appearing points and systematic teaching, the location of the point representing the winning neuron’s weights will be the central location in the set (Figure 10.18).

As seen in Figure 10.18, when a neuron (represented as usual by its vector of weights) occupies a location in the center of the “nebula” of points it is meant to recognize, further teaching cannot move it from this location permanently. This is because different points that appear in the teaching sequence cause displacements that compensate each other. To reduce “yawing” of a neuron around its final location, a decreasing teaching coefficient is often applied. Therefore, the essential movements that allow a neuron to find its proper location occur early in the process when the teaching...
The coefficient is still large. The points shown at the end of teaching exert weak influences on the positions of neurons. After a time, a neuron fixes its location and never changes it.

Another process occurs during the teaching of a network. The range of neighborhood systematically decreases. After the start of teaching, the neighborhood restricts and tightens at every step. In the end, each neuron is alone and devoid of neighbors (Figure 10.19).

Notice that when teaching is complete, the neurons of the topological layer will portion the input signal space among themselves so that each area of this space is signaled by a neuron. As a consequence of the influence of neighborhood, these neurons will demonstrate the ability to
recognize input objects that are close (i.e., similar to the neurons). This feature is convenient and useful because this kind of self-organization is the key to remarkably intelligent applications of networks as self-organizing representations. We discussed examples of this in the early sections of this chapter.

When presenting the results of teaching a Kohonen network, you will encounter one more difficulty. This is worth discussing before you must deal with simulations in practice. When presenting results (changes in locations of points corresponding to specific neurons during learning), you must also watch the adjacent neurons. In Figure 10.14, it was easy to correlate the movements of the winner neuron and its neighbors. The system had only a few points, and identifying neighbors on the basis of the changed color was easy and convenient. During simulations, sometimes you may have to deal with hundreds of neurons, so the dynamic depicted in Figure 10.14 is impossible to expand to a large network. When presenting the activity of a Kohonen network, mapping of neuron positions is often used. The relation of neighborhood is shown in Figure 10.20.

Figure 10.19 Decreasing neighborhood area during self-learning.

Figure 10.20 One step of Kohonen network learning.
You can see in Figure 10.20 that points corresponding to adjacent neurons are connected by lines. If the points shift as a result of teaching, the corresponding lines shift too. Of course, this should involve all the neurons and relationships of a neighborhood. For maximum clarity in the figure, we show only lines referring to the winner neuron and its neighbors and omitted all other connections. We will demonstrate this in detail for the full network in the Example 11 program.

10.5 Uses of Kohonen Networks

The program for Example 11 depicts the working of a Kohonen network. Before we attempt to use it, a few comments are in order. At the start, the window will allow you to set the network dimensions in both horizontal and vertical directions (Figure 10.21). The network size is your choice. However, to obtain clear results, start with a small network, perhaps 5 × 5 neurons. Such a network is primitive and it will not be useful for dealing with more complex tasks. However, it will learn quickly and allow you to progress to analyzing networks of greater sizes.

The program code imposes no specific limitations for network size. However, the range of inputs for these parameters is restricted from 1 to 100. During the teaching of big networks on a less efficient computer, you must be patient because finalizing teaching of a large network may require performance of several thousand steps.

Besides setting both the network dimensions in the initial window (Figure 10.21), you can also determine the range of numbers from which the initial values of the weight coefficients (range of initial random weights) will be drawn. We propose that you start by accepting the defaults. You can experiment with various values in further experiments to analyze how the “inborn” abilities of neurons forming a network affect its activity.

After determining the network dimensions and range of initial values, we can proceed to the next screen (Figure 10.22) by using the Next button. We can now follow the progress of teaching. In this window, the location of each neuron in the input signal space will be marked with a

![Figure 10.21 Initial interaction with Example 11 program.](image-url)
blue circle. The red lines connecting circles indicate that the neurons are neighbors based on the
assumed rules of binding them (Figure 10.20).

In the input signal space, where the circles are, one neuron recognizes and indicates the appear-
ance of a signal from this point and its close neighborhood (because neural networks always gen-
eralize acquired knowledge). The experiments with Kohonen networks usually involve randomly
shown points from a certain sub-area of an input signal space. As a result, the blue circles will
consequently disperse over the entire input signal space. To be more precise, the teaching signals
will be generated from these neurons during teachings. However, these points of input signal space
that will not be shown during teaching will not attract neurons.

To demonstrate this effect in the Example program, we prepared three options of presenting
the training series. Points that teach a network may come from the entire visible area of the input
space (this is the “square” option). However, the points may be taken also from the sub-area in the
shape of a cross or a triangle. Keep in mind that a network finds representations of only the input
signals that are shown in the areas that do not undergo teaching. Generally, not even a single circle
representing a neuron “lying in wait” would appear in the area.

After determining the number of steps (iterations) the program must perform, you can use the
Figure combination among a group of training parameters to determine the shape of an area. The
points recruited to be shown to a network in consecutive phases of teaching will be in this area.
The Training Parameters group lists other selections for the self-teaching process.

Pressing the Start button will initialize the network teaching process. The networks of points
will appear gradually in the window in the lower left corner (marked by a green frame in the
figure) after the count is fixed in the Iterations parameter. All the points have the same color
because no teacher has classified them yet. You may notice the sub-space of the input signal space
that emits the signals and compare the image with the result of teaching displayed at the end.

After pursuing the number of steps selected, the program will display a new map showing
the distribution of points symbolizing neurons (and their neighborhood relations according to
network topology) on the background of the input signal space. The previous map is also visible;
the program displays the results of the last few teaching steps. You can monitor the progress of
teaching the network. The result of the last training step can be identified easily by the red color
of the frame. This is necessary when all the frames will be occupied after many steps of teaching
and the screen spaces will be used rotationally.
At the beginning, before the teaching process establishes some order, the neurons occupy somewhat accidental positions in the input signal space. Hence, the blue circles are scattered with no order and the lines connecting the neighbors appear to have no rhyme or reason (Figure 10.23).

As noted earlier, the initial random values are set within the range the user selects. We recommended the use of small initial values of weight coefficients in experiments (e.g., the program suggests 0.01). Usually the unordered cluster of blue circles symbolizing neurons will occupy the densely filled central area of the input signal space.

Although the details will be difficult to see (as in the example in Figure 10.22), we wanted you to see the initial network state before the start of the simulation of teaching. This initial state is shown in Figure 10.23. We set a value of 7 for a scope of random initial weights. We wanted to demonstrate the chaotic initial state of a network, particularly the lines representing the neighborhood.

After every display of neuron location, you may change the number of steps that must be completed before a new point map is generated. It is advisable to use the default values initially. When you understand the workings of the program, you can experiment by changing the number of steps between the consecutive presentations of teaching results. You will note that teaching consisting of dozens or hundreds of steps will produce major changes in the display. If the progress after a segment of teaching is minimal, you may want to use larger jumps (100 or 300 steps) to improve the process, but keep in mind that larger networks mean longer waits to see results.

The intent of this section is to examine the self-organization capability of Kohonen network. We will first investigate the process with simple cases. When teaching starts, a modeling program will activate and show the network points originating from various parts of an input signal space. You can follow the process. The lower left corner of the window will show an area where points shown to the network are displayed (Figure 10.22). You will see the formation of blue circles representing the weights of neurons. These circles at first appear completely chaotic but they will move gradually and distribute equally throughout the input signal space.

You can also view the impact on their locations exerted by neighborhood relations. The red lines indicating which neurons are neighbors will form a systematic mesh and the mesh is subject to expansion. As a result, the vectors of weights of neurons from a topological layer will move so that each of them takes a position that is a centroid (pattern) for some fragment of the input signal space. This process is described as the Voronoi mosaic.
For purposes of this book, we can assume that neurons forming a network step by step specialize in detecting and signalizing different groups of input signals. As a result, after every input signal appears often enough, one neuron in the network will specialize in detecting, signalizing, and recognizing it. In the initial stage (Figure 10.24), the random distribution of points and lines is superseded by an initial ordering of points. The learning process then becomes more subtle and tends to regularize the point distribution.

The important issue is that the network creates inner representations in the form of adequate distributions of the values of weight coefficients only for the sub-area of the input signal space where the points were presented originally. Thus, if the input signals come from a limited area (square form in the figure), the Kohonen network tries to cover only this square with the neurons. This occurs with networks having few neurons (Figure 10.25), networks that operate slowly with large numbers of neurons (Figure 10.26), and cases when the initial distribution of neurons takes place in a large area of weight space (Figure 10.27).

Remember that the goal of self-organization always is to have an individual neuron in the network that detects the appearance of a specific point of the input signal space even if the point was not presented during teaching (Figure 10.28).

### 10.6 Kohonen Network Handling of Difficult Data

The program in Example 11 has superb capability that will enable you to use your imagination to perform several interesting experiments. For example, you can study how a network’s behavior and self-organization are influenced by the method of showing input data. By using the program options, you can demonstrate how the sub-area of the input signal space from which values are taken in a network will be limited even more than the case of squares.
Figure 10.26  Self-organizing in large Kohonen network.

Figure 10.27  Self-organizing in case of wide distribution of initial neuron weight values.

Figure 10.28  Effect of self-organization.
In such a scenario, self-organization tends not to create useless representations of input data. You can observe this phenomenon by providing appropriate input signals to the network. The signals must be chosen from some sub-area of input signal space (e.g., the shape of a triangle). The program will show how all neurons position themselves to recognize all the points inside the triangle (Figure 10.29). No neuron will specialize in recognizing input signals from the space beyond the triangle. Such points were not shown during teaching, so the neurons assume they do not exist and do not have to be recognized.

A little more difficult task for a network to fulfill is a more complex form (e.g., a cross) chosen as a sub-area of input signal space. At the start of teaching, the network will be unable to find the proper distribution of neurons (Figure 10.30). Usually tenacious teaching can lead to success in such cases (Figure 10.31). However, success is easier to achieve when teaching a network with a larger number of neurons (Figure 10.32).
10.7 Networks with Excessively Wide Ranges of Initial Weights

A large initial spread of weight coefficients of modeled neurons is not a favorable factor for achieving success from self-organization (Figure 10.33). In such cases, omissions can occur despite a long teaching process. A self-organizing network may ignore certain fragments of active areas of input signal space (bottom right corner of the triangle in Figure 10.34).

After you experiment with the correct functioning of a network, we encourage you to initiate teaching by using very large values of initial random weights (e.g., 5) for a small simple network (e.g., 5 × 5 neurons) to generate results very quickly. You will probably see the common twisting and collapsing (Figure 10.35 and Figure 10.36) that result from initially overloading a Kohonen network. You may want to experiment by producing such phenomena and determining self-learning cannot lead networks from such “dead ends.”

10.8 Changing Self-Organization via Self-Learning

Kohonen networks learn to map their internal memories without intervention from a teacher. They use weight coefficients typically shown as patterns of external (input) signals. You may perform interesting experiments with the Example 11 program. You can change the shape of a sub-area of
Figure 10.33  Network ignores input data (right lower part of input space) when spread of initial values of neuron weights is too large.

Figure 10.34  Failure during self-organization.

Figure 10.35  “Twisted” Kohonen network.
an input signal space for selecting input data “on the fly.” For example, you can start teaching with a rectangular shape of a sub-area and when the network approaches the desired state, you may change the sub-area shape to a triangle. Figure 10.37 illustrates the results.

You will not always be able to perform such experiments so predictably. Sometimes the final arrangement of a network will contain visible relics of a previously taught figure. Figure 10.38 illustrates the result of abnormal teaching. At first, the network adjusted to the triangular sub-area, then was forced to recognize a rectangular arrangement, and eventually revert to recognizing the triangular shape again.

10.9 Practical Uses of Kohonen Networks

We assume by now that you have a notion of the capabilities of Kohonen networks but what are their real-life practical uses? At the start of this chapter, we described mappings, for example, in robotics that created Kohonen networks spontaneously. If you know how a network works, you will understand this next example. Imagine a robot that has two sensors (because we studied networks that had only two input signals). Let one sensor provide information about the
brightness of illumination and the other sense sound volume. This way every point of the input signal space will correspond to a certain environment with specific characteristics (bright and quiet, dark and loud, etc.).

A robot equipped with a Kohonen network starts functioning by observing its surroundings. They may be bright, dark, loud, or quiet. Some combinations of input signals will occur in the robot’s surroundings and others will not. The robot classifies and learns incoming data, specializes its neurons, and after a time has trained its Kohonen network so that every relevant situation corresponds to a neuron that identifies and detects it.

A Kohonen network functions like a robot’s “brain” that reacts to the external world. Humans model such behaviors also. The human brain has neurons that recognize faces, find appropriate routes to various places, select favorite cookies, and avoid a neighbor’s biting dog. The human brain has a model that detects and recognizes every sensory perception and known situation that it encounters. Jerzy Konorski, an outstanding Polish neurophysiologist, associated these internal models of fragments of the outside world with distinct parts of the human brain he called gnostic units.*

Most human perception and ability to recognize conditions of surroundings are based on patterns the brain creates after years of experience in different situations. The patterns are stored in “grandmother cells.” Signals from your eyes, ears, and other senses active these cells (Figure 10.39). Activation considers thousands of models stored in the brain and selects the one that best corresponds to a situation. The capabilities of these cells enable your senses to respond quickly, efficiently, and reliably. However, if your brain fails to develop such models early enough, perception via the senses becomes difficult, slow, and unreliable.

Much research supports that conclusion. Most evidence demonstrating the impacts of the external world on internal mechanisms was gathered from animal experiments, for example, studies of sensory deprivation of young cats. Kittens do not develop sight until several days after birth. A group of researchers allowed sighted kittens to see only geometric patterns. Whenever the kittens could have seen other objects, for example, during feeding, the researchers turned off the light.

After a month of such training, the kittens were returned to their normal environment. Kittens who had no sight problems acted like blind animals. They could not see obstacles, food, or even

humans because their brains retained only models of geometric figures. Their perception of common objects such as chairs, bowls, and other cats was completely disrupted and long periods of learning were required to enable these cats to regain the ability to see normally.

A similar phenomenon occurs in humans based on studies of anthropologists who observed small-statured Pygmy tribes in Africa. Their natural habitat is dense jungle. The thick vegetation prevented them from seeing long distances. When they were led to open spaces, they completely lost their senses of direction. The simple activity of looking at a distant object left them confused. They reacted to a change of environment such as the approach of an animal as a magical event because their brains lacked models for perceiving events and activities in open spaces.

You may understand how the human brain utilizes internal models of objects by observing daily activities. You can read a newspaper in your native language very easily. If you know the language well, you can scan an article and your brain will turn individual letters into words, words into concepts, and concepts into knowledge. This is possible because many years of learning made your brain adept at reading, developing information, and recalling information later if needed.

A different dynamic occurs when you encounter an unknown word in a text or try to read a message in another language. You may split words into syllables in an effort to understand the meaning but this type of reading is neither easy nor rapid. The reason is that your brain has no ready patterns (models) to relate to the unknown material. This is why archeologists puzzle over inscriptions in unknown ancient languages. If your model of the outside world has no patterns for unfamiliar letters or symbols, you will not understand or remember the material simply because your brain has no gnostic units trained to handle it.

The human brain is capable of creating a map of the body on the surface of the cerebral cortex in the area called the gyrus postcentralis (Figure 10.40). Interestingly, the map does not resemble exactly the shape and proportions of the body. On the surface of a brain, for example, the area mapping the hands and face occupies much more space than the trunk and limbs. This arrangement is analogous to the self-organizing capability of an artificial neural network. Controlling the movements of hands and face and reception of sensory stimuli involves more brain cells because these actions are repeated constantly. In summary, many patterns similar to those in the human brain are created spontaneously in neural networks during the process of self-organizing.
Let us return to the robot example discussed earlier in this section. Every neuron in the robot’s Kohonen network recognizes recurring states of an external world, much like the functioning of gnostic units in the human brain described above. The self-learning process of a Kohonen network creates a specific set of gnostic units (models) within the robot’s controller that are designed to handle every situation the robot may meet. Models are vital because they allow robots and humans to classify every input situation based on signals provided by sensors. After classification of an input into a defined class, a robot may adjust its behavior.

The designer determines what a robot will do in certain situations. For example, in a normal situation, the robot will continue moving forward. It may be programmed to stop if lights are turned off or it hears a noise. The important issue is that the robot does not need constant direction. Its learning is based on the detection of similar situations by a neighborhood of neurons. A trained Kohonen network in a robot brain will figure out what to do.

If a neural network fails to find a ready procedure for a perceived situation, it will determine the closest one based on the neighborhood structure among a set of different states for which proper behaviors have been defined. For example, if a learned action involves forward movement, neighboring situations that are undefined by the user may be applied at reduced speed. If a designer clearly defines actions for a few model situations, a robot will be able to function in most simulation situations, even those not covered by self-learning because of the Kohonen network’s ability to apply averaging and generalization processes.

During teaching, a network may be shown objects (environments) that differ slightly from one another. The objects will be characterized by certain dispersion but the network will remember a certain averaged pattern of input signals in the forms of weight coefficients for certain neurons.
The network will involve many typical sample signals and their related environments. The number may be the same as the number of neurons in the network. However, in reality, the system will have fewer neurons than possible environments because the freely changing parameters that characterize a robot's operations make the number of possible environments infinite.

Through generalization, when a network encounters an environment characterized by parameters not presented during teaching, it will try to fit the environment into a learned pattern. Knowledge gained by a network during learning is generalized automatically, usually producing perfect results.

A robot equipped with a Kohonen network will adapt its behavior to the environment for which it was designed. We know there is a very small commercial market for intelligent mobile robots and thus may wonder about the practical uses for Kohonen networks. In reality, these networks have many applications. For example, banks commonly use these networks to protect against thefts—not thefts involving masked bandits and getaway cars. Modern thefts are more likely to result from fraudulent credit practices. Banks make money by lending money but not all borrowers repay loans. Losses from unpaid loans far exceed losses from armed robberies.

How do banks protect themselves by lending money safely? The answer is simply: building a Kohonen network based on an honest borrower who will repay the principal borrowed and a fair rate of interest, and serve as a standard against which potential new loan applicants are compared.

10.10 Tool for Transformation of Input Space Dimensions

A unique characteristic of a Kohonen network is that it contains a topological representation of an input signal space that applies to neuron neighborhoods. In the illustrations of network actions, blue dots represented neurons and red dots were used to connect adjacent neurons. At the start of example programs, the lines and dots were distributed randomly. During teaching, the network formed orderly arrangements that could be interpreted. Neurons within a network tend to signal and detect adjacent points from an input signal space. As a result, points representing input signals are close together and will be transposed to a network area where adjacent points will be signaled only by adjacent neurons.

In all the figures seen earlier in this chapter, it was easy to associate the notion of similarity of input signals and adjacency (neighborhood) of neurons in a network because input signal space and weight space were two-dimensional (Figure 10.13 and Figure 10.16). The network topology also was two-dimensional (Figure 10.9 and Figure 10.11), thus allowing us to understand such notions as “an input signal lying higher than the previous signal” (higher value of second component) and “an input neuron lying higher than the previous neuron” (in the previous row); see Figure 10.41.

Other situations are possible. We can easily imagine a one-dimensional network that will learn to recognize two-dimensional signals (Figure 10.42). Our program helps you to study the network behavior that makes possible the conversion of a two-dimensional input signal space to a one-dimensional structure using chains of neurons (Figure 10.43).

This unconventional structure may be achieved by giving one dimension of a network (the best is the first one) a value equal to 1. The second dimension should have far greater value (e.g., 100) to ensure it behaves in an interesting way. However, such networks learn quickly so dimensions need not be limited. Figure 10.44 and Figure 10.45 show more examples of such mappings. The figures indicate that one-dimensional networks reasonably fit into the highlighted areas of input signal spaces. This configuration provides two important advantages.
Figure 10.41  Same dimensions of network topology and data space.

Two dimensional network topology  \rightleftharpoons  Two dimensional data space

Figure 10.42  Different dimensions of network topology and data space.

One dimensional network topology  \rightleftharpoons  Two dimensional data space

Figure 10.43  Mapping of two-dimensional input space into one-dimensional neural topology.
First, a chain of neurons arranged as a one-dimensional network fills the entire selected area of an input signal space. Thus, for every point of two-dimensional input signal space, a representative in a one-dimensional neural network will indicate its occurrence. There are no “orphaned” points or areas in the multidimensional input space.

Second, for objects in an input signal space that lie close (are similar) to each other, the adjacent neurons correspond in the one-dimensional chain of neurons. Unfortunately, although this is likely, it is not guaranteed and you should expect errors (Figure 10.46). However, in most cases, the fact that some states of an input signal space are represented by two adjacent neurons implies that they are similar.

Let us consider the semantics behind this concept. We encounter similar and very difficult problems in many tasks related to informatics. For example, consider the enormous quantities of data required to indicate the complex operations of a nuclear power generating plant. Many hundreds of parameters must be measured and evaluated continuously. Blast furnaces in steelworks, multi-engine aircraft, and manufacturing plants also require effective management of huge amounts of data generated by measurements of thousands of parameters.
We may picture a complex operation as a space involving a great number of dimensions. The result of each measurement (signaling device) should be shown on a separate axis. As certain processes evolve, values of every parameter change and a point corresponding to a state of the considered system changes its position.

Therefore, to estimate the condition of an aircraft, the stability of a reactor, the efficiency of a blast furnace, or company profitability, we need only evaluate the position of a point in a multi-dimensional space. Specifically, the point represents the state of a parameter and it has a specific meaning, for example, stability of a nuclear reaction or excessive product defects.

To control and inspect a process or product, an engineer or other specialist must have updated and specific information about the process or product including trends of change. To solve such problems in modern engineering, all relevant data are compiled in giant control rooms full of gauges and blinking lights and passed to a person who can make decisions. This procedure is ineffective in practice simply because one individual cannot inspect, control, analyze, and make split-second decisions based on thousands of input data items. In reality, the decision maker does not need such detailed data. He or she needs integrated and well-abstracted global information such as that produced by a Kohonen network.

Imagine that you have built a network in which every neuron gathers thousands of signals. Such a network is more difficult to program than a network with two inputs and also requires more computer memory and more computer time for simulation. Imagine that this network predicts two-dimensional proximities of neurons and the input signal of every neuron will appear at some predetermined point on a screen. Signals of neighbors will be displayed in neighboring rows and columns to indicate their relationships. After teaching a network via Kohonen’s method, you will obtain a tool capable of specific mapping of multidimensional, difficult-to-evaluate data on one screen that may be reviewed and interpreted easily.

Every combination of input signals will be represented by exactly one neuron (winner) that will detect and signal occurrence of this exact situation. If you depict on a screen only an input signal of a specific neuron, you will obtain an image of a moving luminous point. Based on previous experiments, you know which areas of a screen correspond to correct states of a supervised process and which ones indicate unsatisfactory states. By observing the path of the luminous point, you can evaluate system performance.

You can also display output signals of neurons on a screen after introducing competition. You can arrange to have values of output signals displayed in different colors and change parameters
to create a colorful mosaic after some practice. What may at first appear as a collection of illegible signals will eventually form an interpretable image.

Other ways exist for depicting results of Kohonen network functioning. However, their one common feature is the use of two-dimensional images because they are relatively easy to interpret. These images do not convey detailed values of data. However, they exhibit synthetic overall images that are valuable to a person who evaluates the results and makes decisions. These images present fairly low levels of data but averaging and generalization techniques described above allow very good results to be obtained. Examples of proper and improper representations of similarity of input signal in neuron network topology are illustrated in Figure 10.47

Questions and Self-Study Tasks

1. What is the difference between self-learning and self-organization?

2. Kohonen networks are known as tools that let us look into multidimensional spaces of data. Can you explain this description?

3. One possible application of Kohonen networks is using them as novelty detectors. A network used for this application should signal a set of input signals that never occurred earlier in identical or similar form. Automatic signaling of such situation may have essential meaning (e.g. for detecting a credit card theft or a thief’s use of a cell phone that differs from the way its owner used it). How does a Kohonen network indicate an encounter with a signal with novel characteristics?

4. Study the course of a self-organization process after a change of sub-area of an input signal space from which random input signals come. The space contains a grid created by the network. The program lets you choose one of three shapes (square, triangle, or cross) of a sub-area. Analyze consequences of the choice. If you have advanced programming knowledge, you may devise a program and add more shapes.
5. Study the impact of a coefficient of learning named \( \text{Alpha}_0 \) on a neuron. Increases of this coefficient cause acceleration of learning and decreases cause “calming.” If the coefficient is decreased gradually, a learning process that is fast and dynamic at the beginning becomes more stable as time elapses. Change the coefficient and analyze observed results.

6. Study the impact of the changes of a coefficient of learning on neuron neighbors of a winner neuron in a self-organization process. The coefficient is called \( \text{Alpha}_1 \). The higher the \( \text{Alpha}_1 \) value, the more visible the effect when the winner neuron “pulls” its neighbors along. Analyze and describe results of changes of the coefficient value, the \( \text{Alpha}_0: \text{Alpha}_1 \) ratio, and their impacts on network behavior.

7. Study the impacts of different values of neighborhood range on a network’s behavior and self-organization. This number indicates how many neurons constitute a neighborhood (i.e., how many undergo forced teaching when a winner neuron is self-learning). This number should depend on network size and the default setting. However, we suggest as an exercise a careful examination of its impact on network behavior. Note that larger neighborhood range numbers visibly slow the learning process.

8. Study the impact of changing the \( \text{EpsAlpha} \) coefficient on self-organization. The \( \text{EpsAlpha} \) coefficient controls the decreases of \( \text{Alpha}_0 \) and \( \text{Alpha}_1 \) coefficients in every iteration. Note that the smaller the coefficient, the faster the decrease of learning coefficients and the faster learning stabilizes. You can set a value 1 to this coefficient and the learning coefficients will not decrease or set a value slightly more than 1, which will result in more “brutal” learning at every step. Describe the results.

9. Study the impact of changing the range of a neighborhood on network behavior and learning. You can change the \( \text{EpsNeighb} \) coefficient that controls narrowing (in consecutive iterations) of neighborhood range. Compare the effects of this change to those seen with the \( \text{EpsAlpha} \) coefficient.

10. Study the effects of over-teaching a network that at first learns to fill a cross-shaped sub-area of an input signal space, then forms a rectangle or triangle. Remember that in over-teaching experiments, you must increase the values of \( \text{Alpha}_0 \) and \( \text{Alpha}_1 \) coefficients and neighborhood range after you change a sub-area.

11. Advanced exercise: Modify the program to model tasks in which a Kohonen network deals with a highly irregular probability of points coming from different regions of an input signal space. Conduct self-learning and you will see that in a taught network, many more neurons will specialize in recognizing signals coming from regions more often represented in a teaching set. Compare the effect with a map of a cerebral cortex (Figure 10.40). What conclusions can you draw from this exercise?

12. Advanced exercise: Write a program simulating the behavior of the robot described in Section 10.9. Attempt to simulate the skills of associating the sensory stimuli describing the environment with behaviors favorable to the robot by causing changes in the environment. Determine the type of representation of knowledge of the robot’s simulated environment to be used and processed by a self-organizing neural network acting as its “brain.” By changing the environmental conditions, determine which conditions the robot can discover in its self-organizing network and which ones are too difficult.
Chapter 11

Recurrent Networks

11.1 Description of Recurrent Neural Network

Based on examples described in earlier chapters, you know that a neural network is explained as a single-layer or multilayer, linear or nonlinear system taught by an algorithm or discovering knowledge on its own. The neural networks discussed to this point are almost free to choose their learning parameters. We say almost because we have not covered recurrent networks yet. These networks include feedback mechanisms that recycle signals from neurons in the input layer to neurons of previously hidden layers (Figure 11.1). Feedback is a relevant and significant innovation. As you will see, a network with feedback has more upgradable possibilities and computing capabilities than a classical network restricted to one-way signals from input to output.

Networks with feedbacks show phenomena and processes not revealed by one-way networks. After stimulation, a network with feedback can generate thorough sequences of signals and phenomena as outputs (results of signal processing in n iteration) and return to the inputs of neurons to produce new signals, usually in n + 1 iteration. Specific phenomena and processes of recurrent networks arise from complicated signal circulations (e.g., vibrations varying between the rapid rise of alternate extremes), equally rapid suppressions, or chaotic roaming (that looks like undetermined progress).

Recurrent networks with feedbacks are less popular because they are difficult to analyze. Their ability to circulate signals through a network from input to output, then from output to input, and then back to output requires a more complex structure than a simple one-way system. The recurrent neural network responds to every input signal, even short-term types. It proceeds through long sequences of intermediate states before all essential signals are established.

We will use a simple example to illustrate how a recurrent device works. Imagine a linear network consisting of only one neuron. It has two signals: the first is an input signal and the second is an output signal that becomes the second input. Thus we created feedback (Figure 11.2). It was easy, wasn’t it?

We now check how this network works. We can use Example 12a in Figure 11.3 to determine its parameters. Weight factor (feedback weight) determined by a feedback signal will enter the neuron along with the input signal (input signal strength) that runs the network. You can decide
Exploring Neural Networks with C# (by activating or not activating single input impuls) whether the input signal will enter continuously or temporarily (only once at the beginning of simulation). This program will compute signals going around a network, step by step, demonstrating network behavior. You will quickly notice a few characteristics:

- The described network displays combined dynamic forms: after entering a single (pulse) signal at the input, the output sustains a long-lasting process, during which the output signal changes many times before it can reach the state of equilibrium (Figure 11.3).
- Equilibrium in this simple network may be achieved (without output signal that continues throughout the simulation) only if a constant product of a certain output after multiplying by weight of a proper input yields an output signal precisely equal to the feedback signal needed to create an output signal; signals at both neuron inputs will balance themselves out.
- An output signal that complies with this condition is called an attractor. We will soon explain this term.

![Figure 11.1 Example of recurrent network structure. Feedback connections are distinguished by exterior arrows in red color.](image)

![Figure 11.2 Simplest network structure with feedback.](image)
Attractor location depends on network parameters. For a network with a weight factor of feedback value of 1, every point is an attractor. For any other network, we can achieve equilibrium only when the value of the output signal is 0 (Figure 11.4). This feature is distinctive for this simple linear network. Nonlinear networks obviously involve more attractors and we will make use of them.

If the value of a synaptic weight factor in a feedback circuit is positive (positive feedback), the system displays an aperiodic (non-oscillating) characteristic (Figure 11.5). It is worth noting that this process may proceed through positive values (left side) of signals or negative (right side) values. As time passes, positive values become more positive and negative values become more negative. No processes allow signals to change from positive to negative or vice versa.

If the value of a synaptic weight factor in a feedback circuit is negative (negative feedback), the system displays a periodic (oscillating) characteristic (Figure 11.6).

In systems with negative feedback, oscillating character depends on network parameters. If vibrations increase rapidly, a network may toggle between large negative values and even larger positive values, followed by larger negative values and so on. This is catastrophic. The network behavior closely resembles that of human brain suffering from epilepsy or a space rocket that loses stability during take-off and crashes. However, vibrations sometimes lead to zero values, the network is stabilized, and work is handled correctly.
While observing behavior of systems with feedbacks, you will see that even small differences in parameters values will cause effects that may be extreme. Systems without feedback do not produce such differences. This somewhat extreme reaction is a distinctive feature of recurrent systems.

We now analyze the above phenomena quantitatively. After few simulations, if the absolute value of a weight factor in feedback exceeds a certain established value (stabilization point), absolute values of signals continuously increase in both systems with negative feedback, and for positive feedback only.
systems with positive feedback (Figure 11.5 and Figure 11.6). This phenomenon is known as unstable behavior. However, if the absolute value of weight factor in feedback is smaller than the established value, a circuit with either positive or negative feedback will attempt to reach equilibrium (Figure 11.7).

An input signal could be also given for the duration of simulation by unmarking the single _ input _ impulse checkbox (Figure 11.8). The state of equilibrium may be achieved, but the value of the output signal (the network is stabilizing for this signal) is different and depends on the input signal value.

11.2 Features of Networks with Feedback

Let us summarize and draw conclusions of some researchers that will be useful when we follow the next steps. Processing of input signals in a network with feedback can display two different variabilities. First, if the value of a weight factor in feedback is positive, the signal changes aperiodically (in one way). Second, when value of a weight factor in the feedback is negative (regulation), oscillations occur in a network by which the output signal alternates between lower and higher values.

If a neuron is nonlinear, the system may behave in a third way involving roaming chaotic signals (“butterfly effect,” strange attractors, fractals, Mandelbrot’s sets, etc.). We will not cover this type of operation in this chapter but much information is available on the web.
Figure 11.7  Stable progress of system with feedback after decreasing value of weight factor well below stabilization point.

If you unmark this checkbox, the signal will be given to system input permanently.

Figure 11.8  Behavior of system with feedback when established value of input signal is permanent.
Along with dividing network behavior into aperiodic and periodic sections, networks with feedback display stable behaviors (signals with value restraints that usually converge into a certain final value after a few iterations) and unstable behaviors in which absolute values of successive output signals increase in size and finally exceed acceptable values. During simulation, these behaviors give rise to mathematical errors like floating point overflow. In electronic or mechanical systems, components may burn or explode. All these behaviors also occur in real neural networks.

Positive feedback creates a progressive effect. It is an amplification of positive values of signals in a system as shown on the left side of Figure 11.5. An inverse effect is similar to a human's negative attitude toward some experience and is depicted on the right side of Figure 11.5. If a closed circuit of positive feedback is not disconnected, it can produce disturbances. The condition is dangerous in humans. Negative amplification leads to a condition called manic psychosis; excessive amplification of positive values can create an unrealistic state of euphoria. Non-stability phenomena also occur in human nervous systems. One result is a grave illness called epilepsy. It is characterized by brief disturbances of electrical activity in the brain that cause rapid involuntary muscular contractions and convulsions. It is easy to see how incorrect functioning of artificial neurons and the consequences resemble nervous system malfunctions in humans.

We suggest you use your computer to detect the stabilization limits for a simple system with feedback. Try to discover which factors cause stable or unstable behavior. You can then use the Example 12a program to compare your findings. As you work with Example 12a, you will notice that output signal alterations depend on factor values whereas input signals exert weaker influence both at the start of a program and during operation.

When examining network behavior and considering algorithms, it is important to know whether the absolute value of weight factor for a feedback signal is more or less than 1. For factors less than 1, you have a stable process—aperiodic for positive values and oscillating for negative values. The process is always unstable for factors greater than 1. When a value of factor is exactly 1 and feedback is positive, all input signals will be network attractors. Negative feedback produces continuous (not fluctuating) oscillations. We call this state the stabilization limit.

In more complex networks, stabilization conditions are more complicated and calculation of stabilization limits requires advanced mathematical methods such as Hurwitz’s determinants, Nyquist’s diagram, Lyapunow’s theorem, and others. The theory of neural networks with feedback in complex dynamic systems has been an active research area for all kind of theorists for many years.

11.3 Benefits of Associative Memory

The operation of a network consisting of a single neuron is simple and easy to predict, so the opportunities to observe interesting practical applications are limited. That is why the Example 12a program does not yield practical results. Large networks of dozens of nonlinear neurons and feedback capability display complex and interesting behaviors that serve as bases for practical applications. However, large networks with many neurons that transfer output signals to each other via feedback are also open to more operational issues and unstable behaviors than single neuron systems. In a complex network, states of equilibrium may be achieved by different values of output signals, but it is possible to select certain joint structures and certain network parameters to ensure that the states of equilibrium will be equal to the solutions to certain problems.

This is a requirement for most nontrivial network applications. For instance, in some networks, the state of equilibrium is the solution of an optimization problem after a search for the
most beneficial decision that will ensure the highest gain or smallest loss by taking restraints into account. These networks are capable of solving the well-known traveling salesman problem used as a training example. They have been used to research optimal distribution of finite resources such as water and select investment portfolios.

That is why in this chapter, we are going to present you another example in which solution of a certain important and useful computer problem could be interpreted as achieving one among many states of equilibrium by network: so-called associative memory. This type of memory the goal of many computer scientists who are tired of current methods that require searching for information in primitive data bases. We will discuss this kind of memory and how it works.

We all know that storing millions of records that include vital information can be accomplished effortlessly with few delays. The task is simple if you understand key words, code words, specific values, and other items that differentiate one record from others. A computer will find any record and allow access. The process is quick and efficient if the base is indexed and constructed appropriately. A Google search is a good example of this process.

Retrieval of data does not look so simple when you do not have key words or other identifying information to focus your search. If you do not know how the desired information is described by the search system, you may receive outputs that are unresponsive or unreliable. You may receive plenty of unnecessary information if you cannot provide specific search data. Excessive information is the lesser of the two evils of retrieval; the other is inadequate information. Narrowing a search to dig out essential data may be described as drudgery.

Usually you need just a scrap of information to find what you want effortlessly. Sometimes a single word, image, picture, conception, idea, or formula will deliver instantly a complete collection of data, references, suggestions, and conclusions. This is similar to the way a fragrance, melody, or sunset can trigger the human brain to deliver memories, feelings, and senses. Based on a bit of information, your brain can respond to a request. Computers do not know how to respond to such triggers yet, but what about neural networks?

Associative memory represents a small segment of a discipline called cognitive science that has attracted increased attention recently, especially among philosophers, pedagogues, and psychologists. Many specialists are passionately fond of this subject, especially physicists, who normally work with theoretical descriptions of simple physical systems of elementary particle or specialize in describing systems composed of many interacting particles (statistical thermodynamics). If you search a library or the Internet, you will see that a huge number of physicists are conducting research in this area.

Their research focuses on the behaviors of networks when exposed to feedback and other processes that may lead to practical applications. This is how the so-called Boltzmann machines were developed. They utilize thermodynamic phenomena based on algorithms of simulated annealing and Boltzmann’s distribution analogous to the operations of neural networks. Professor Jacek Zurada at the University of Louisville in the U.S. and Professor Leszek Rutkowski of Czestochowa University in Poland specialize in cognitive studies, specifically simulation of neural networks. They have made significant contributions to the field, but the greatest contribution was made by John Hopfield, a US scientist who studied network feedback.

11.4 Construction of Hopfield Network

Hopfield’s networks constitute the most important and most often adapted subclass of recurrent neural networks used in practice and that is why readers should understand them. If we had to classify them, they act as exact opposites of feed-forward networks described in earlier chapters.
Networks in which feedbacks are allowed (so-called recurrent networks) can contain a certain number of feedbacks, whereas feedbacks in Hopfield networks are not real (Figure 11.9).

All joints in non-Hopfield networks are feedbacks, all output signals are employed as inputs, and all inputs transport feedback signals to all neurons. In Hopfield’s network, each neuron is connected to all other neurons within entire network. The connections are based on the two-sided feedback rule so a Hopfield network looks and acts like a single-feedback network. Hopfield’s system is an exact opposite of earlier networks that without exception were feed-forward networks—feedback was impossible.

Hopfield networks are important because their processes are always stable. Thus these networks work effectively and users need have no anxiety about failure. The stability of processes in a Hopfield network was achieved by the application of a few simple concepts.

They are easy to design and use as computer programs and also in certain specialized electronic and optoelectronic circuits. The internal structure of the network is based on connecting all the neurons in an everyone-with-everyone fashion. This simple (and costly) principle was used in networks described earlier (e.g., networks taught by the backpropagation method; see Chapter 7) in which connections of neurons from hidden layers and neurons from the output layer were organized this way. Hopfield’s network uses tested models but involves one significant difference. Connected neurons work as both information transmitters and also as information transceivers. They constitute one collective system (Figure 11.10), not separate layers.

Another important characteristic of the Hopfield network is that feedbacks involving one neuron are impossible. An output signal cannot be given directly to its input neuron. This principle is obeyed in Figure 11.9. Notice that it does not rule out a situation in which an output signal from certain neuron influences its own value in the future because it can achieve feedback via other (intercalary) neurons that provide stability (Figure 11.10).

The entered weight factors must be symmetrical. If a connection from neuron X to neuron Y is defined by a certain weight factor W, the weight factor defining the connection from neuron Y to neuron X has the same W value (Figure 11.11). We can fulfill these conditions effortlessly. The first two describe a simple scheme of connections. If you choose Hebb’s method (described in Chapter 9) to teach your network, the final one condition is met automatically.

The simple structure and easy application of Hopfield networks made them highly popular. They are widely employed in various optimization tasks and to generate certain sequences of signals that follow each other in a specific (and modifiable) rotation. These networks made it...
possible to generate and forward control signals to many types of objects, for example, walking machines that stand on two, four, or six legs (Figure 11.12).

The “brains” that control movements of these machines always includes feedback components that allow the machines to generate their own control signals periodically. Treading machines, regardless of the number of legs, follow a consistent process by which each leg in a specific order is lifted, moved forward, lowered until it contacts a stable surface, and moved back to transport its “body” forward. Each leg also provides support when the driving force is provided by other limbs.

Treading on a rough surface requires all these movements and an additional mechanism that will adjust the machine to accommodate a changing situation such as an uneven surface. Thus, such machines must be able to generate consistent behaviors and adapt to changing situations. A Hopfield network meets these challenges. Intelligent learning and treading robots have been developed for exploring remote planets, cave interiors, and ocean floors, but for now we will use a Hopfield network to construct associative memory.
11.5 Functioning of Neural Network as Associative Memory

The Example12b program contains a Hopfield network model designed to store and reproduce simple images. The whole “flavor” of this memory lies in its ability to reproduce a message (image) on the basis of a strongly distorted or disturbed input signal. The phenomenon is called auto-association and it allows a Hopfield network to seek incomplete information. Figure 11.13 has been reprinted and reproduced on the Internet (www.cs.pomona.edu and eduai.hacker.lt) many times. It illustrates the efficiency of a Hopfield network in removing interference from input signals and completely recovering data in cases where the inputs consisted only of fragments.

The next three lines of this figure show each input. The middle column shows the transition state when the network searches its memory for the proper pattern. The right section shows the result—reproduction of a complete pattern. Of course, before the network could “remember” the relevant images, they had to be fixed in the learning process. During learning, the network was shown images of a spider, two bottles, and a dog’s head. The network memorized the patterns and prepared to reproduce them. When the network was shown a “noisy” picture of a spider (top row of Figure 11.13), it reconstructed the image of the spider without noise. When shown a picture of one bottle, it remembered the two bottles presented during learning. Finally, showing the dog’s ear to the network was sufficient for it to reconstitute the whole picture.

Figure 11.13 is interesting but does not relate to practical tasks. Despite the whimsical example, auto-associative memory can serve many practical purposes, for example, reproducing a complete silhouette of an aircraft from an incomplete camera image obscured by clouds. This ability is critical for military defense systems that must quickly differentiate friend from enemy. A network employed as an auto-associative memory can provide complete answers based on incomplete

\* Auto-association is a network working mode that associates a specific message with itself. The application of auto-association to even small fragments of stored information (e.g., images) reproduces the information in the memory completely and includes all the details. An alternative is hetero-association that allows one message (e.g., a photograph of a grandmother) to trigger memories of other information (the taste of a jam she prepared). A Hopfield network can operate with auto-associative or hetero-associative memory. The auto-associative method is simpler and we will focus on it.
information in a database if the user asks questions correctly. If a question posed to such a network does not correspond to preconceived models, the database will not know how to respond.

Auto-associative memory can work effectively with database management programs to ensure that searches will be performed correctly even if a user inputs an imprecise query. The network will be able to provide the missing details. An auto-associative Hopfield network mediates between a user and a database like a wise librarian who knows what book a student wants even if the student has forgotten the author, title, and other details.

Auto-associative networks are useful in other ways, for example, removing noises and distortions from signals when noise levels preclude the use of common methods of signal filtration. The extraordinary effectiveness of Hopfield networks results from their ability to utilize a distorted or incomplete image as a starting point and reproduce the complete image based on stored information.

We can now proceed to practical exercises using the Example12b program. For demonstration purposes, we will illustrate Hopfield network performance using pictures, but remember that such networks can memorize and reproduce any other type of information based on how it is mapped and represented.

You should understand the relationship between the modeled Hopfield network and the pictures presented by a program. Each neuron of the network is connected with a single point (pixel) of an image. If the output signal of the neuron is +1, the corresponding pixel is black. If the output neuron signal is −1, the corresponding pixel is white. We will not consider other color possibilities because the neurons used to build a Hopfield network are highly nonlinear and can be distinguished only as +1 or −1 and cannot handle other values. The considered network contains 96 neurons that for presentation purposes are arranged as a matrix of 12 rows of 8 items each. Therefore, each specific network state (set of output signals produced by the network) can be seen as a monochrome image of 12 × 8 pixels as shown in Figure 11.14.
Illustrations for presentation may be chosen arbitrarily, but we limited our choices for creating a set of tasks for the network. We chose images of letters (because they are easy to input via a keyboard) or abstract images produced by the program based on certain mathematical criteria.

The program will remember a number of images provided by a user or generated automatically and then list them (without user participation) as patterns for later reproduction. Figure 11.15 depicts a set of patterns to be remembered. Of course, a set of patterns memorized by the network may include any other letters or numbers that you can generate on a keyboard, so Figure 11.15 should be considered one of many possible examples.

The process of introducing more patterns to the program will be explained shortly. Initially, we want to focus on what this program does and what the results are. The technical details will follow shortly.

After the introduction of all the patterns, Example12b sets the parameters (weight factors) of all neurons in the network, so that these images become points of equilibrium (attractors) for the network. We will not go into an explanation of the theory of Hopfield network learning because it...
Exploring Neural Networks with C# involves difficult mathematical equations and calculations. After the example program introduces new patterns into the network memory, you simply click the Hebbian learning button.

This automatically launches the learning process, after which the network will be able to recall its stored patterns. The learning of the network is realized by Hebb’s method that was explained earlier. Keep in mind that the values of weights produced by this learning process will reach equilibrium state when its output images appear to match a stored pattern.

After learning is complete, the network is ready for testing. First point at the pattern for the level of control you want to check. Patterns and their numbers are visible as inputs in the teaching or recalling window and you can choose the one you want the network to remember. Selection of any pattern will cause its enlarged image to appear in the window titled Enlarge selected input. The chosen measure of its similarity to all other models will be visible directly under the miniature images of all the patterns in the Input pattern(s) window (Figure 11.16).

The level of similarity between images can be measured in two ways. The Input pattern(s) window contains two choices: DP (dot product) and H (Hamming distance). DP measures the level of similarity between two pictures. A high DP value for any pattern indicates that it can be confused easily with the currently selected pattern. Hamming distance, as the name indicates, measures the differences between two images. If a pattern produces a high H value, it is not similar to the one selected. A low H value indicates a pattern similar enough to be confused with the current image of choice.

After you select the image to be memorized by the network you want to examine, you can manipulate the pattern. It is easy for a network to recall an image based on an idea but not so easy for it to handle a randomly distorted image. In that situation, a network can demonstrate its associative skills.

Simply indicate in the box on the right marked with the percent symbol (%) the percentage of points of the pattern you want the program to change before it is shown to the network. You can specify any number from 0 to 99 but you must also press the Noise button to specify noise or distortion. You can also challenge the network further by choosing a reversed (negative) image by pressing the Inverse button. The distorted pattern selected will appear in the enlarged selected input window. Can you guess what pattern generated the picture? You can also assess whether your modified pattern has or has not become more similar to one of the competitive images after
the changes. You will note the affinity of the distorted pattern with other patterns presented as numbers located below the thumbnail images of all the patterns in the Input pattern(s) window for teaching or recalling.

We suggest you do not set large deformations of the image at the start of teaching because the result will be difficult for the network—and you—to recognize and compare with the original. From our experience, we suggest that distortion not exceed 10%.

Good results are achieved with large numbers of changed points. Although this seems paradoxical, large numbers allow the image to retain its shape; the distinguishing feature is a color change (white on black and vice versa). For example, if you choose 99 as a percentage of the points to change, the image produced is a perfectly accurate negative that contains the same information and can be traced easily in the modeled network.

When changing fewer than 99% of the points, the resulting image will contain minor changes and be recognized by the network without difficulty. However, poor results are achieved when attempting to reproduce the original pattern with distortions ranging from 30 to 70%. The network recalls some information and needs many iterations to reproduce the image. As a result, the process takes a long time and the reconstructed pattern is deficient because it will still show distortions. Figure 11.17 shows a slightly distorted starting image on the left and a strongly distorted starting pattern on the right based on the user’s choice of the percentage of distortion.

A network remembers a memorized pattern based on signals specified at entry. The neurons transform the signals into new outputs that again by feedback inputs are processed. This process stops automatically when no changes occur in the output signals of an iteration. The stop indicates the network “remembered” the image. Usually the result is the distorted version of the image you applied the network.

If the image that triggers the remembering process is only slightly different from the standard, the result may appear almost immediately, as shown in Figure 11.18. Note how the network recalled the correct shape of the letter B, starting from the distorted pattern in Figure 11.17 (left).

Figure 11.18 and the following figures in this chapter show sequential (from left to right) sets of the output signals from the tested network. Figure 11.18 shows that the output of the network reached the desired state by generating an ideal reproduction of the pattern after only one iteration. Slightly more complex processes were introduced. In this case, the network needed two iterations to achieve success (Figure 11.19).

![Figure 11.17 Patterns from which the process of recalling messages stored on the network begins. Left: Less distorted pattern of letter B. Right: Strongly distorted pattern of letter B.](image-url)
One of the interesting characteristics of a Hopfield network will become clear after you experiment with the program: the network’s ability to store both the original pattern signals and the signals that are negatives of stored patterns. This can be proven mathematically. Each state of network learning that leads to memorizing a pattern automatically creates an attractor corresponding to a negative of the pattern. Therefore, the network can recover a pattern by either finding the original or its negative.

Both images contain exactly the same information (the only difference is that +1 values are converted to –1 values and vice versa). As a result the network’s finding of a negative of distorted pattern is considered a success. For example, Figure 11.20 depicts the reproduction of a heavily distorted pattern of the letter B because the network found that negative.

11.6 Program for Examining Hopfield Network Operations

These results and many more can be observed and analyzed with the Example12b program. The program begins by accepting automatically generated patterns or those a user provides. These patterns that are meant to be remembered by the network are images of digits or letters input via a keyboard or abstract images generated by the system. To maintain the quality of the thumbnails, the associative memory has a limited capacity. Example12b limits the maximum number of input patterns to 20. You can utilize as many patterns as you wish, but in reality constraint works
better here. The fewer the patterns, the shorter the learning time. This means the network will work faster after learning and make fewer mistakes.

If more than 16 patterns are set, the network starts to combine and over-impose the data because of the limited number of neurons for remembering the patterns provided. The significant errors that result can be observed as crosstalk that appears as artifacts from other patterns in the images generated. This crosstalk effect can be seen in Figure 11.21. Note that in this figure and the following ones, we used a slightly different form of network presentation for Example 12b. From left to right, we show:

- Reproduced pattern without distortion
- Intentionally distorted pattern
- Consecutive steps of reconstruction of pattern by network

This kind of layout will be useful when we start to work with patterns of different shapes. We can compare original patterns on the left with the final outputs of the network on the right.

Figure 11.21 indicates that overloading a network with excessive remembered patterns causes an uncorrectable disturbance of its operation. The disturbance appears as the system attempts to reconstruct a pattern that appears distorted and distinctively different from the original used during learning. This phenomenon can be observed even if the reconstruction process begins with a virtually undisturbed signal (Figure 11.22) because the structure of the character remembered by the network includes permanent memory imprints from other patterns.

One other interesting phenomenon is illustrated in Figure 11.21. During the first iteration, just after a strongly distorted pattern of letter X was added to the network, the program reconstructed...
a perfect image of the pattern. However, further processing resulted in distortion of the reconstructed pattern with “echoes” of other pattern memories. This can be related to the real-life experience when you learn (sometimes too late) that the first idea that came to mind was in fact the best. Considering the result from different perspectives led you to realize that your conscious choice was inferior to the initial impulse provided by your intuition.

We should discuss some details of the Example12b algorithm. When executed, the program collects the information to be remembered by the network in the form of patterns and requests a pattern (Figure 11.23) that can (but does not have to) be remembered by the network. The patterns to be remembered may be input in the Add pattern group field. You can add a letter or digit in the proper field, then confirm your choice of letter or digit by clicking the Add button. The selected letter or digit will appear in the Input pattern(s) window for teaching or recalling. Remember that the maximum number of patterns you can add is 20. The program will give you full control over the input patterns. After each digit or character key is pressed, the system will illustrate a precise structure of the image in the Enlarged selected input field.

Figure 11.22 Pattern distorted by crosstalk cannot be correctly recalled even if an undamaged version is supplied at input.

Figure 11.23 Inputting data for associative memory with the ability to modify or reject each supplied character.
After the patterns to be memorized are input (they will appear in the teaching or recalling dialog window), you can select any of them with a mouse, invert them by clicking Inverse and Save, or remove them from the learning sequence with the Remove button. Removal may be the only option if you find that a pattern is too similar to another input already presented. It is also possible to generate the patterns automatically (discussed later), but the automatic ones tend to have shapes that are difficult to understand. It is advisable to use few of them when you start working with the program. It is best to start with a few letters (e.g., A, B, C, I, X). After entering each letter in the Letter input field, press the Add button.

After you finish inputting and perhaps modifying the pattern sequence to be memorized (presented in the Input pattern(s) window for teaching or recalling), press the Hebbian learning button. You can use this button often, especially when you want to teach a different set of patterns. After the Hebbian learning button is pressed, the Recall entry pattern(s) button will become active almost immediately. It indicates that the learning process has been completed and the network is ready for examination.

You can now verify how the network recalls each memorized pattern. Pressing the Recall entry pattern(s) button when no pattern is selected in the Input pattern(s) for teaching or recalling dialog box will recall each input pattern visible in Input pattern(s); recalled patterns will appear in the Recalled entry pattern(s) window. It is interesting to see how the network memorizes and recalls letter patterns. The example network recalled B very well; performed less well with C, I, and X; and regularly generated crosstalk when recalling A (Figure 11.24).

When you click any pattern visible in the Input pattern(s) window, the Noise and Inverse buttons displayed on the right side of the enlarged selected input become active. You can use the input field below the Noise button (labeled with a percent sign) to set the percentage of points in the input pattern to be changed. You can enter any number from 0 to 99. After the Noise button is pressed,

Figure 11.24  Recalling all patterns provided to the network.
the program will randomly change the number of pixels as you requested and insert an enlarged thumbnail of the pattern in the Enlarged selected input window (Figure 11.25). If you then click the Save button under the Enlarged selected input window, this noise-distorted pattern will be inserted into the sequence, which is visible in the Input pattern(s) for teaching or recalling window.

The Inverse button near the Noise button displays a similar behavior. The Inverse button will invert the pattern selected (i.e., blue pixels are changed into white and white pixels into blue). The changes made with the Inverse button must be confirmed in the same way as with the Noise button—by clicking the Save button. The results of saving are identical in both cases. If you want to discard the last change, you can use the Undo button that cancels the last Save operation. It will also cancel the last removal of a pattern via the Remove button. The button titled Undo last operation cancels the previous save or remove action.

The question of similarity (or lack of it) of the memorized patterns is crucial and we will therefore give it more focus. As noted in our discussion of Figures 11.21 and 11.22, signal patterns sometimes overlap and produce crosstalk. This phenomenon is amplified if the memorized patterns are similar. This is a logical result. With similar patterns, the memory imprints (all located within the same network) tend to overlap tightly. If the same neuron is to output +1 as part of a remembered letter A, sometimes –1 because it is part of a letter B, and +1 for recalling a letter C, the resolution becomes difficult. If the memorized patterns differ greatly, the issue is less serious because fewer conflicting pixels are involved. If the patterns are very much alike, their representations by interconnection weights become so mixed in the neural memory that recalling of any single pattern becomes problematic (Figure 11.26).

If you want to observe the performance of a network under reasonably favorable circumstances, you must invest some effort, at least in the beginning, into providing clearly distinctive patterns. As a result, the program will support you in two ways. First, while inputting new patterns, the program will immediately calculate and provide you with a similarity factor between the new and already memorized patterns. You can then control in real time the effects of pattern overlaps while inputting the characters with a keyboard.
This step is simple because clicking one of the thumbnails of the previously input patterns (visible in the Input pattern(s) for teaching or recalling window) will display the numbers under each of the thumbnails representing similarities between the previously provided patterns and the new one. This similarity can be displayed as dot product (DP), in which case the higher the number, the higher the level of similarity to the already provided pattern. The result can be displayed as Hamming (H) distance, in which case the higher the value, the better because it indicates more distance between the new and previously provided patterns.

Second, the enlarged selected input window will display any pattern you select. On the right side, just under the Noise and Inverse buttons, there is a Most similar pattern(s) field that will display a pattern that most closely resembles the selected one. This field allows you to analyze potential risks because you can see related patterns that may be mistaken for the selected current one. This number of potentially conflicting patterns will appear in the Numbers field. The input DP (maximum value of scalar product) or H (minimal Hamming distance) value will show the chosen similarity value.

11.7 Interesting Examples

We realize that the description of the handling and functioning of the Example 12b program is complex but the work is worth the effort. Our experiments with this program will demonstrate the interesting tasks it can handle and allow you to carry out further studies in areas that interest you.

We can analyze the situation presented in Figure 11.27. As seen in the upper section, we already entered patterns A, B, C, and D. The E entry is weakly differentiated in relation to the others. The measure of the similarity of E to the letter A pattern is 22 (a decent result). The strength of the similarity to the letter B is 74 units; strength scores for C and D equal 56 units. At the right side of the window you will see in the Most similar pattern(s) group box how the program warns the user that the entered E pattern will be mistaken for the B pattern. You can then reject the B pattern if you so choose. Using the inversion (negative of the pattern) does not change the similarity values (Figure 11.28).

The basic measure of the similarity of a new image to patterns defined earlier is calculated in the program as the dot product (DP) of the vectors describing these signals in the input signal space. More precisely, the absolute value of the scalar product is taken into consideration but you really need not reflect on what it means. The DP is displayed in the appropriate radio at the center of the screen. If you click the Hamming distance (H) button, the program will utilize another way
to calculate pattern similarity (Figure 11.29). The chosen measure will be displayed under each pattern miniature.

Figure 11.29 shows different values under individual patterns. The pattern that is the most similar shows the least distance. You should know how to interpret this because the Hamming distance (H) measure was selected. You may wonder why the program allows two similarity measurement possibilities. Depending on the result desired, the two measures provide different information and apply to different objectives.

During the generation of new images, it is better to rely on the observation and maximization of the scalar product. The Hamming distance may be misleading because it is sensitive to pattern...
inversion. Compare Figure 11.30 with Figures 11.27 through 11.29 to see what should and should not happen when new patterns are entered.

As you observe a network and track its analysis of patterns, Hamming distance will be a more useful measure. It will allow you to evaluate whether the search is proceeding correctly or the network is moving away from the correct pattern. You may also observe a very interesting phenomenon: the network’s rejection of the correct pattern and acceptance of completely different information (Figure 11.31).

This example corresponds to the situation of entering a disturbed stimulus into the network. For the original signal (1), 20 random changes were performed and the 1 became less similar to its own pattern and also to all the other patterns. This is confirmed by both the signal appearance and Hamming distance values shown. At this moment, the dynamic process of network feedback starts. At first, the network generates an image that dangerously resembles a 3. The network continues to work and generates a 9 pattern.

Note the numbers appearing under the pattern sets in both the Input pattern(s) for teaching or recalling box and the Recalled entry pattern(s) box. They indicate Hamming distances between the signals currently in the network input and all the considered patterns. Hamming distance helps you see which signals correspond to which distance sets. Figure 11.32 shows scalar product values.

Figure 11.29  Signal similarity measures expressed by Hamming distance.

Figure 11.30  Value change of Hamming distance with character inversion.
The noise d image of '1' is the most similar to the pattern number 1 ('1'). The scalar product between these patterns is equal to 58.

Figure 11.31 Pattern search finished in failure observed with Hamming distance choice.

The noise d image of '1' is the most similar to the pattern number 1 ('1'). The Hamming distance between these patterns is equal to 45.

Figure 11.32 Pattern search with scalar product measure resulting in failure.
Compare the Hamming distance values between the noised 1 pattern and all the patterns in both the input and recalled entry patterns boxes. At the start, the Hamming distance between the correct version of the 1 and the signal shown in the network input is 19. Other patterns are safely distant (37 to 50 units). The program increases distance units if the signal and stimulus are dissimilar (0 and 1) and decreases the units as similarity increases.

You can repeat this experiment easily on your computer. You can generate hundreds of similar results with other patterns and signals. The exercise is worthwhile because you will learn how various combinations produce expected and unexpected results. Experiments performed with a Hopfield network will show you that some patterns can be reconstructed easily and others produce unpredictable or unwanted results (Figure 11.33). In the next section, we will discuss such patterns.

### 11.8 Automatic Pattern Generation for Hopfield Network

While creating patterns to be memorized by a network, you should observe the value of the scalar product to achieve a set of patterns with minimized crosstalk. You already know that a reasonable set of patterns has DP values as low as possible based on comparison. The ideal solution is to have both patterns display zero scalar product values and is known as orthogonal design. Getting closer to an ideal solution will optimize both learning and network performance.

Creating an orthogonal set of patterns manually is virtually impossible. You can try to get close to the ideal, but you will find out that the images of characters input with a keyboard will always be somehow correlated and their scalar products will not be zeroes. You can, however, delegate this task to the Example12b program that can support you by creating orthogonal patterns without help.

![Figure 11.33 Successful reconstruction of letter C pattern and two reconstruction failures of letter A pattern.](image-url)
A grouping field for choosing orthogonal and pseudo-random patterns appears in the top part of the screen along with a field that allows you to enter the number of patterns you want the program to generate. Remember to confirm your decision by pressing the Generate button. Also, make sure that the number of patterns you request in the Number of pattern(s) field when added to the number input earlier does not exceed the 20-pattern program limit. Pressing Generate will also produce additional thumbnails of orthogonal patterns (as many as you requested) appearing in the Input pattern(s) window. You can start generating and adding automatically generated patterns from the beginning (Figure 11.34) or try a combined approach by adding one or a few patterns.

If you select all generation of all the patterns at the beginning, the program will create a set of pairwise orthogonal patterns that will improve memory performance greatly. The patterns generated automatically will be simpler and more consistent than patterns entered manually. This is because the patterns generated by a user are pseudo-random, not pairwise orthogonal (Figure 11.35 and Figure 11.36).

When you enter a character with a keyboard before requesting automated pattern generation, the program will create a number of pseudo-random patterns. You may notice the low values of the scalar products. Orthogonal patterns are very useful when a network works as an associative memory, because orthogonal and also pseudo-random patterns allow reconstruction of the original input image, even if it was severely distorted (Figure 11.37 and Figure 11.38). This, of course, applies to each memorized pattern. However, it is difficult to verify whether a pseudo-random pattern has been correctly reconstructed because these patterns generally appear somewhat exotic.
Reconstruction of correct images with memorized orthogonal or pseudo-random symbols by a Hopfield network, even for severely distorted patterns, has limitations (Figure 11.39 and Figure 11.40). If you distort a pattern too much, the ability to reconstruct it will be lost irretrievably. For example, in Figures 11.38 and 11.40 you can see that a network with pseudo-random patterns can quickly and effectively recall a pattern of a letter Z even 26 and 24 pixels, respectively, were changed.

You can repeat these experiments and a different result will be generated with each attempt, because the distorted patterns will be different and the pixels to be changed will be selected randomly. Quite often, a single pixel difference (e.g., damaging 25 instead of 24 pixels in the original image) will cause inability to reconstruct the image because of the persistent small artifacts that appear in the result (Figure 11.41).

With increased damage to the input pattern, the reconstruction process becomes longer and the final result decreases in quality, until at some point it disintegrates and the network outputs “garbage” only. Even then, it is possible that pure luck may produce heavily distorted patterns that are brilliantly reconstructed (Figure 11.42).

To experiment with a set of patterns that you created and stored on your hard drive, you can use the Load file with patterns grouping field. When the Load button is pressed, a new window...
display will allow you to select the file with patterns to be loaded into the program. If the file (with a .PTN extension) you provide exists and can be loaded, the program will list it in the editable Path field. The thumbnails of the patterns in the file will appear in the Input pattern(s) for teaching or recalling window.

Figure 11.38  Correct recall of letter Z pattern in which 26 randomly selected pixels (28% noise) were changed.

Figure 11.39  Imperfect recall of orthogonal pattern in which 19 randomly selected pixels (20% noise) were changed.
11.9 Studies of Associative Memory

The Example12b program will enable you to conduct a series of studies that will help you understand the nature of associative memory constructed with a Hopfield network. We have shown you how to inscribe information into the memory and how the information reproduced. Now we will try to describe the capacity of the associative memory constructed with use of the neural networks.

Figure 11.40 Correct recall of letter Z pattern in which 24 randomly selected pixels (25% noise) were changed.

Figure 11.41 Incorrect recall of letter Z pattern for which 25 randomly selected pixels (26% noise) were changed.
The capacity of a standard RAM or ROM computer memory is limited because all information in the memory is assigned to different locations. You acquire access to certain information by inputting its memory address. The same concept applies to hard disks and CDs. This implies that the information saved in every type of memory is defined precisely by addresses designed for storage. That is why a computer user can determine immediately how much memory is available.

A memory constructed in a Hopfield network follows a different system. It has no specific locations designed to store specific information for memorization or recall. All neurons are engaged in learning a certain pattern. This implies that the patterns must overlap in specific neurons and can cause a problem known as overhearing.

A method of information recall (reading) from a neural memory differs from the method used in standard computers. Instead of indicating the name of a variable that contains certain information or indicating a file name (both methods refer to addresses) to access data, a user can give an associative memory incomplete or distorted information and still receive a suitable answer. For this reason it is almost impossible to determine an upper limit of messages that may be introduced into a neural network.

Obviously, we want a precise theory that explains all these issues in detail. One of the authors wrote a book titled *Neural Networks* that you may find helpful. The aim of the present book is to introduce elementary concepts of neural networks by experimenting with them. Conducting experiments will help you understand the capacities of neural networks. We can attempt to give you the most practical information on the subject but your experimentation will be the best path to thorough understanding of neural networks.

Figure 11.42 Accidentally correct recall of letter Z pattern.
The first and primary factor determining the simplicity and reliability of recalling memorized signals is the amount of data recorded in the network in the form of memory traces. After memorizing relatively small numbers of patterns (e.g., three), recall of information is reliable even in the presence of significant distortions (Figure 11.43). However, the results of recall depend also on differences in memorized information. Figure 11.44 depicts an experiment conducted on a network with a small number of patterns with high degrees of similarity that led to improper recalls.

If you intend to examine maximum network capacity, you should operate with highly differentiated signals. The most desirable are orthogonal or pseudo-random signals. Only then you
can achieve good results even with maximum number of patterns (20 in the example program; see Figure 11.45).

With non-perfect orthogonal patterns (e.g., pseudo-random patterns that emerge if you choose automatic generation after selecting two signals), the results may be acceptable. This will happen only if you select very different initial signals with relatively small distortions (Figure 11.46). Application of more distorted entries will reveal strong overhearing (Figure 11.47).

Figure 11.45 Proper reconstruction of destroyed input signal when maximum pseudo-random patterns are used.

Figure 11.46 Success achieved when the network remembers large numbers of non-exact orthogonal patterns.
Proper recall of patterns in a system utilizing orthogonal or nearly orthogonal signals may be affected by large numbers of memorized signals (e.g., entrance images are far more numerous than memorized signals). Even though most patterns in Figure 11.48 are non-orthogonal (and the remainder are orthogonal), the network produced undesirable overhearing; it happens even in cases of insignificant deformations of entrance signals.

Figure 11.47  Overhearing resulting from destruction of input signals by noise.

Figure 11.48  Overhearing observed for a minimally destroyed input signal if remembered patterns are not orthogonal.
11.10 Other Observations of Associative Memory

Remembering the correct form of a network model based on a deformed structure introduced as an input is a dynamic process, resembling that in a single-element network and presented in the Example12a program. The next steps in this process are displayed on the screen in the form of images. You can view how the distorted image in the Recalled entry pattern(s) window slowly emerges from the chaos. You can click on any image and track the number that indicates degree of similarity between images produced by the network and individual patterns to view the progress as the network selects the correct images.

The Example12b program allows you to study the use of scalar products and Hamming distance. Both data entry and image reconstruction operations can be performed by pressing proper buttons (without modifying parameters) to switch from a display of scalar products (dot product or DP) to the Hamming distance (H) display and vice versa.

You can use these tools to observe qualitatively and quantitatively how the network-generated approximations of images change their distances from stored patterns and how the values of scalar products change. Some interpretations of results require mathematical knowledge. However, even without it, we can understand the dynamics of the knowledge recovery process in associative memories and the change processes and neuron outputs in Hopfield networks.

The Example12b program also gives you tools for tracking pattern recovery and differentiating steps of the processes. The various choices allow a user to monitor the measures of similarities of patterns expressed as scalar product or Hamming distance. As we follow the network processes of extracting images, we can see what the network does and why. Complete understanding, however, requires considerable patience and work. The memory trace ends only when the next iteration reaches a steady state (i.e., introduces no more amendments to the image). The process can be stopped when oscillations appear.

The “jumping” of a network is interesting. Instead of improving the correct pattern reconstruction, the network suddenly associates a deformed image with a completely different pattern and starts to clean and polish its result (Figure 11.32). A network may create an entirely new idea (non-existent pattern) that represents a hybrid of existing elements combined in an extraordinary and unrealistic way (Figure 11.27)—snakes with wings or dogs with three heads. In our network, we have utilized only pieces of letter images, but they were sufficient to demonstrate how neural networks operate differently and more imaginatively than regular (and dull) algorithms. You can discover other network phenomena by working with the program. Good luck!

Questions and Self-Study Tasks

1. Describe briefly (10 sentences maximum) all the differences between a feed-forward neural network and a neural network having feedback.

2. Develop a formula for predicting the stable output value of the network simulated by the Example 12 program with different parameters (coefficients of synaptic weights), and different values of input signals. How do your results compare with the results obtained with simulations?

3. Read an article from a website or a book on chaos theory. How are this theory and the phenomena described in it related to the issues of recursive neural networks?

4. Research publications and/or the Internet for information about time-varying electrical potentials (electroencephalograms or EEGs) of the human brain. Do you think that these signals indicate the lack of feedback in the human brain or the opposite?
5. Consider whether the human memory (surely an associative memory) is analogous to the crosstalk phenomenon appearing in a Hopfield network? If so, how are they perceived and evaluated subjectively?

6. Based on experiments, determine which similarity measures (dot product or Hamming) can better predict which patterns will be reproduced well by a network and which will pose problems?

7. A relationship that may be derived mathematically exists between the number of neurons in a Hopfield network and the number of patterns that can be efficiently stored with a minimum probability of cross-talk. We know that the more neurons a neural network has, the more patterns it can remember even though each individual pattern involves all neurons across the network. Relate this to the human brain memory that contains about 100 billion neurons. How can you explain the fact that some people have better memories than others?

8. The Hopfield networks discussed in this book were all auto-associative. They formed associative memories that were used to play back memorized patterns. Hetero-associative memory is capable of memorizing associations of different patterns. What scheme must a network have to utilize hetero-associative memory (e.g., the images of objects and first letters of the names of objects)?

9. In this chapter, we used Hopfield networks for very primitive patterns that involved only simplified outlines of letters and numbers. Undoubtedly, it would be far more interesting to work with a network that could operate with images similar to those in Figure 11.13. Why has this not been done?

10. When building a large Hopfield network consisting of many neurons, computer resources are being consumed very quickly. Why does this occur and which resources are affected?

11. Advanced exercise: Build a version of the Example12 program in which the output values produced at the output after the consecutive steps of the simulation are shown in the form of a figure instead of a table. This program should show the time course of the network output values in graphical form (as a chart). What was the main difficulty that had to be overcome?

12. Advanced exercise: Build a version of Example12b in which arrays of neurons representing various stored images will be significantly larger (e.g., increased three times in each direction). Using this improved tool, perform similar experiments as described in this chapter. Compare the observations from such experiments with the statement in Question 7.
This book offers a real-life experimentation environment to readers. ... The companion software to this book is a collection of online programs that facilitate such exploratory methods and systematic self-discovery of neural networks. ... As past president of IEEE’s Computational Intelligence Society with over 6,000 members and the editor-in-chief of IEEE Transactions on Neural Networks, I am very interested in the success of neural network technology. I, therefore, highly recommend this book to all who want to learn neurocomputing techniques for their unique and practical educational value.

—Dr. Jacek M. Zurada, Department of Electrical and Computer Engineering, University of Louisville

The utility of artificial neural network models lies in the fact that they can be used to infer functions from observations—making them especially useful in applications where the complexity of data or tasks makes the design of such functions by hand impractical.

**Exploring Neural Networks with C#** presents the important properties of neural networks—while keeping the complex mathematics to a minimum. Explaining how to build and use neural networks, it presents complicated information about neural networks structure, functioning, and learning in a manner that is easy to understand.

Taking a “learn by doing” approach, the book is filled with illustrations to guide you through the mystery of neural networks. Examples of experiments are provided in the text to encourage individual research. Online access to C# programs is also provided to help you discover the properties of neural networks.

Following the procedures and using the programs included with the book will allow you to learn how to work with neural networks and evaluate your progress. You can download the programs as both executable applications and C# source code from [http://home.agh.edu.pl/~tad/index.php?page=programy&lang=en](http://home.agh.edu.pl/~tad/index.php?page=programy&lang=en)